Abstract

Over the past decade, in Hall-A of the Thomas Jefferson National Accelerator Facility
(TJNAF), both the HAPPEX and PREx collaborations have carried out various
high-precision polarized elastic electron scattering experiments to explore the nuclear
structure, the nucleon form factor and the weak charge of proton and electron. They have
done so through the technique of the parity-violating asymmetry measurement with limited
theoretical uncertainties. My dissertation focuses on the study of nuclear structure, namely

the thickness of the neutron skin, using elastic electron scattering experiments.

The direct measurement of the thickness of the neutron skin in heavy nuclei, where
neutron are two-fold more than protons, constrains the slope of changes in binding energies
of every single heavy nucleus with respect to the full nucleus density, including proton and
neutron densities. In addition, a more precise description of the neutron density profile for
each heavy nucleus can help us gain better understanding of nuclear binding energies and
has astrophysical implications for neutron stars. As far as we know, the proton and charge
RMS (root-mean-square) radii in heavy nuclei such as Lead (2°Pb) have been measured
with an accuracy of 0.02 fm and 0.002 fm, respectively. However, there is no clear picture
of the neutron density profile through a high precision neutron RMS radii measurement

free from the strong interaction until now.

Through a series simulations, both theorists and experimentalists have studied the
sensitivity of the parity-violating asymmetry to the extraction of the neutron radii in heavy
nuclei. Under some specific conditions, for instance, a fixed scattering angle of 5 degrees
and a fixed Q? of 0.0088 GeV?, a 3% statistic uncertainty of parity-violating asymmetries
corresponds to a merely 1% error of the neutron radii in Lead (33°Pb). That is, the
uncertainties of neutron radii in Lead (2°Pb) is three-fold smaller than the error of the

parity-violating asymmetry. Since Mar. 2010, we performed the first electroweak



experiment to probe the neutron radii in Lead (29°Pb). The normalized parity-violating
asymmetries, after addressing false asymmetries, background asymmetries, to the 90%
partially polarized electron beam and the momentum-transfer (Q?) is

0.656 £ 0.06(stat) £ 0.014(sys) ppm (part-per-million), which corresponds to the thickness
of the neutron skin of 0.33701 fm. One of the most significant systematic uncertainties
results from the discrepancies in beam parameters such as position, angle and energy on
the target, leading to the difference in the differential cross-section between two helicity
states. The helicity-correlated (window-to-window or pulse-to-pulse) beam asymmetries
thus arise. My primary contribution to this experiment is to establish an analysis strategy
used to control the size of the helicity-correlated beam asymmetries during the data-taking

period. This analysis is especially addressed in Chapter 6.

In sum, the neutron radii of 0.33%)1 fm in Lead (23°Pb) supports the existence of the

neutron skin in the neutron-rich matter. A second future run will yield a much higher
precision neutron radii measurement. Moreover, the strong correlation between the neutron
skin in Lead (23°Pb) and the neutron start radius indicates an approach from nuclear

physics to understand the astrophysical equation of state (EOS) for a neutron star.
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Chapter 1

Introduction

Binding energies, along with a series of parameters, such as charge (proton) radii,
regarded as the size of the atomic nucleus, electric charge, mass, and the nuclear system’s
energies of excited states, are used to characterize the basic properties of a single nucleus.
Consider Helium (3He), for example. The nuclear binding energy of Helium (3He) is

determined by the famous Einstein’s mass-energy relation as follows:
BE = AmC?=2x (m,C*+m,C?) —my.C? (1.1)

where BE stands for binding energies of the four-nucleon system and m,, m,, and mg. are
the rest masses for the proton, neutron and Helium, respectively. Generally speaking,
binding energies of each single nucleus are the amount of energies required to separate an
atom into its constituent nucleons, protons and neutrons. For heavy nuclei, where neutrons
(NMy) are more than protons (Nz), part of binding energies, which is zero in light nuclei
(Ny = N7z), is named the asymmetry energy, E1(py, p,), to account for the energy cost as
each nucleus departs from equal number of protons and neutrons. So, in heavy nuclei,

binding energies are expressed in terms of two separate parts:

E(pnepy) = Eolp) + Er(pas py): (1.2)

where p is the nucleus density. Also, Ey(p) is generalized to be the binding energy for the
symmetric part of every single nuclei, while £} ~ S (p)(%)2 contributes to the rest of

binding energy for the asymmetric part. According to Equation the entire binding
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energy, E(py, pp), is a function of both proton and neutron densities. For the neutron-rich
heavy nuclei, E1(pn, pp), the asymmetry energy, can become the dominant contribution to
the binding energy. In addition, the asymmetric contribution is predicted to be linearly
correlated with the average nucleus density via various non-relativistic and relativistic
mean-field models. That is, the change in the nucleus density results in the variation in
binding energy of the entire nucleus, and vice versa. Unfortunately, over the past eighty
years of nuclear physics development, the neutron density profile is still ambiguous to us,
whereas the proton (charge) density profile has been quite accurately pinned down with a
precision of 2% (0.04%) via a variety of non-parity violating elastic electron scattering
experiments in the 70’s. Hence, a high precision neutron radii measurement, giving rise to
the more insightful density profile determination, is important to describe the full binding

energy for neutron-rich matter.

As mentioned above, through elastic electron scattering experiments over a range of

Q? [1, 2], the electromagnetic charge (or proton) density, pu, (or p,), as drawn in Fig. [1.1
has been measured with the precision of both charge and proton root-mean-square (RMS),
< R2%, >'% and < R2 >'2 up to 0.04% (+0.002 fm) and 2% (+0.02 fm), respectively. As a
result, so far, both the charge and proton RMS radii have been regarded as a measure of
one nucleus size. Given that the knowledge of binding energy as well as the well-known p.p,,
a range of neutron RMS radii (< R2 >'/2) in Lead (2°Pb) as defined in Equation |1.3| can
be theoretically predicted by non-relativistic and relativistic mean field (MF) interaction

models which are listed in Table [I.1]

Jdr 12 pn(r)

2 _1/2
<> J&Brpa(r)
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Table 1.1: Given MFT models, proton RMS radii (< R? >1/2) and neutron RMS radii
(< R2 >'/2) in 2*Pb with a beam energy of 1.05 GeV and a laboratory scattering angle of
five degrees.

MF Interaction < RIQ; >1/2 (fm) < R2 >'/2 (fm)
Skyrme I [24] (non-rel.) 5.38 5.49
Skyrme IIT [25] (non-rel.) 5.52 5.65
Skyrme SLY4 [26] (non-rel.) 5.46 5.62
FSUGold [23] (rel.) 5.47 5.68
NL3 [27] (rel.) 5.46 5.74
NL3p06 [28] (vel.) 5.51 5.60
NL3m05 [28] (rel.) 5.50 5.85

Nuclear theory predicts a neutron "skin" on heavy nuclei

0.1
PREx measures how much neutrons

stick out past protons (neutron skin)

o
.§ 0.06
s [
= " Neutron
@ \ Skin
% i ‘ o
Q ——— E+M charge \
—— Weak charge 3
ooz Proton \
------ Neutron %
5
0 2 4 6 8 10

r (fm)

Figure 1.1: The charge density of 23°Pb (red solid line), accurately measured in the elastic
electron scattering experiment.
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Heavy nuclei contain about 50% more neutrons than protons. After regarding the
Coulomb repulsion between protons, the neutron radii are still expected to be larger than
proton’s for neutron-rich nuclei. Nuclei with the larger neutron excess, %, appear

to form a neutron-rich skin, Ar,,, defined as the difference in root-mean-square radii

between protons and neutrons in Equation [1.4]
2 _1/2 2 _1/2
Ary, = <R2>YP— < RS2 (1.4)

Experimentally, we are able to find < R}Z) >1/2 RMS radii, from the electron scattering

1/2

experiment. The size < Rf, >'/% of a saturating nucleus system is defined with a

characteristic length scale, ry, below:

<RSP~ gAY, (1.5)

1/2

where 7o = 1.2 fm, the slope given by plotting < R2 >!/? against A3, and the density of

one single nucleus is assumed to be roughly constant.

1.1 Theory of Elastic Scattering

Since the proton is charged, the nuclear p., and p, as drawn in Fig. can be

accurately measured via the scattering of electrons from the nucleus.

In the e”p — e p scattering, the nature of the electromagnetic interaction between the
virtual photon and protons in the atomic nucleus strongly depends on incident energies of

the electron beam. For instance,
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(neglect proton recoil)

Figure 1.2: Elastic electron scattering at low incident energies. P, is the incident momenta;
Pj is the scattering momenta.

e at extremely low Q?, where )\, >
p, the atomic nucleus seems like a e‘
point-like spin-less object;

e at low Q% where \. > r,, the
atomic nucleus is an extended ob- e
ject, comprising protons and neu-
trons;

e at high Q% where A\, < r, (or
< 1p), the atomic nucleus consists

of constituent (valence) quarks and

sea quarks.

Note that r, refers to the radius of every single proton.

Supposed that the target recoil momentum is negligible (elastic scattering), the initial
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and final state proton spinors (assuming no recoil) are:

1 0
0 1
ur(0) = /2M,, ;u(0) = /2M,, : (1.6)
0 0
0 0
giving the proton currents:
Jrr = (0)7"ur(0) = 2M,[1,0,0,0]; (1.7)

g = uy(0)y"uy(0) = 2M,[1,0,0,0];
Jrr = up(0)y"uy(0) = 0;

Jir = u(0)y"us(0) = 0.

On the other hand, presumably the incident electrons are non-relativistic, left-hand and

right-hand electron spinors are:

C —S
€i¢5 €i¢C

ac as
&6i¢8 —QcC

where N =V E +m, s =sin(0/2), ¢ = cos(f/2) and

B a — 0 non-relativistic; ' ' '
o= = 6 is the scattering angle with respect to the

E+me . . .
a — 1 ultra-relativistic.

incident axis, and ¢ = 0° in this case. Therefore, the possible initial and final state electron
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spinors are:

||
&

up(p1)

U

0 c
1 S
i(]?12) =N, §UT(P3) =N, 3%(193) =N,
0 ac
—Q as

So, we have the electron currents:

e B
JRR =
e
Jor =
e
JrRL =

e
JLr =

ur(p3) v ur(p1) = (E + me)[(a® + 1)c, 2as, —2ias, 2ad];
) (p3)y uy(p1) = (E + me)[(a® + 1)c, 2as, —2ias, 2ad];
wp(ps)y*uy (pr) = (B +me)[(1 = a?)s,0,0,0];

uy (ps)y"ur(p1) = (E +me)[(a” = 1)5,0,0,0].

“lag
(1.10)

Assuming that the incoming electrons are unpolarized, the scattering amplitudes for all

four possible initial electron helicity states are evenly likely. The scattering amplitudes are

expressed:

< |MRR| >
< ‘MLL| >
< |MRL| >

< |MLR| >

2

e . .
= @]%R]RR = 2M,(E + m.)[(a® + 1)c, 2as, —2ias, 2ac);  (1.11)

62

= —JrriRr = 2M,(E + me)[(a2 + 1)e, 2as, —2ias, 2ac;

QQ
2
e 5 .
= etk = 2Mp(E +mo)[(1 = %)5,0,0,0];

e2

= @ngjzR =2M,(E+ me)[(a® —1)s,0,0,0].

All four matrix elements are non-zero in the non-relativistic limit, where o — 0. Therefore,

the differential cross-section obtained by averaging over the initial spin states and summing
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over the final spin states:

dO’ 1 ’ﬁf’

= 2
a4 17l = A 1.12
dQ 4 X 647T2Q2 |ﬁz‘ ‘Mf | ( )
1 1
= 1% G (< Ml >+ < M >+ < Mol > 4 < Myl >)
1 64 5 o ) ) 16M§m3€4
= 1 X m X (16 Momy)(4c” + 4s7) = T’

where Q% = (py — p3)? = —4|p]?sin?(#/2) is the momentum transfer, and 6 is the scattering
angle with respect to the incident direction. The scattering amplitude is calculated by
taking the sum of all possible scattering processes and then averaging the sum over the

total number of combinations of initial helicity (spin) states, Neom.:

1
<IMuP > = > M (1.13)

Ncom. 3
spins
1

= I (’MLL%LLIQ + ‘MLLALRF + ’MLLHRR‘Q
com.

+ ‘MLLARL‘Q +...)

Hence, the differential cross-section is:

do a?
—) = 1.14
(dQ) 16 E7 sin*(0/2)’ (1.14)

2 2
where B} = L and o = <.
Me 4m

In the ultra-relativistic limit, where the target recoil momentum is too small to consider

and o — 1, the electron currents become:

Jrr = Up(p3)y'ur(pr) = 2E]c, s, —is, c|; (1.15)
Jir = uy(ps)y'uy(p1) = 2E]c, s, —is, cl;

Jrr = Up(ps)y uy(pr) = E0,0,0,0];
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P (mLomverntona)

Positive . >
longitudinal helicit

Incident Electromn
P {rnLoncemtiend)

Negative - >
longitudinal helicity !

Figure 1.3: The direction of helicity, defined as the projection of the electron spin onto the
momentum axis, is either parallel or anti-parallel to the beam momentum.

jzR - ﬂ¢<p3)’)/#UT(p1):E[0,0,0,0]

In the polarized electron elastic scattering experiment running at Jefferson Lab., electron
beam energies are at least above 1 GeV, and the electron helicity direction is either parallel
or anti-parallel to the incident direction of the polarized electron beam’s momentum.
Hence, non-zero contributions of scattering amplitudes to the differential cross-section are

J%r and j7 ;. The well-known differential cross-section formula for Mott scattering is:

do o? 5 0
—) = —F— —. 1.16
(G2) = 15t 2 (1.16)
Nevertheless, electron energies for parity-violating experiments running at Jefferson Lab.

are high enough to consider distributions of protons and neutrons, valence quarks and sea

quarks. Consider the scattering of an electron in the electro-static field generated by



Chapter 1.1. Theory of Elastic Scattering

P = V(7

F

Figure 1.4: Electron energies of the incident beam are high enough to see the internal charge
distribution of atomic nuclei.

extended proton distributions in the atomic nucleus:

V() = Md?’ﬁ’ (1.17)

At|F — 7|

where the total charge, [ p(7)d37 = 1 is normalized to the unity. The scattering matrix

element is:
My = < U V()| >= / e~V (7) PTG, (1.18)

where we assume both of the incident and scattering electron waves are the plane wave,
according to the first-order approximation of the perturbation theory. After plugging the

potential function from Equation [1.17]into Equation [1.18], we have:

My = / / ei@"FMd3ﬁd3f (1.19)

10
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where F' (Cj?), defined as the Fourier transform of the density function for different
scattering phases, is the form factor. If for low @2, all scattering waves, compared to the
size of the atomic nucleus (a point-like source), are long enough to be regarded as in phase.

Then, F(Q?) = 1.

On the contrary, if for high Q?, the incident electron waves, which are scattered from
atomic nuclei with the finite size and structure, introduce different phase differences
between scattering electron plane waves. Hence, the matrix element in Equation [1.19]is
formed by taking the product of the matrix element in Equation for the point-source
electron scattering and the form factor, F(Q?) = [ p(r’ )eié'ﬁd?’f’ . The corresponding

differential cross-section for the finite-size scattering is:

do do -
(dQ)real - <dQ)Mott,point sourcel F'(@?)| (1.20)
2
a 5 0 =
= —— —|F(Q?)]. 1.21
iwsm(0y2) © 2! F (@) (1.21)

In summary, from Equation [1.20] we learn that:

e the form factor, the Fourier transform of the charge density, can be determined by

measuring the cross-section of the elastic electron scattering;

e the form factor depends on the momentum transfer. So, the data taken at a variety

of Q% quantities can be combined by plotting dgg)real w.r.t. Q%

e the charge density function is obtained by taking the inverse Fourier transform of the
form factor. However, in order to invert properly, we need to know Q? up to the
infinity. Obviously, it’s impossible. At the smaller radius (with the higher Q*-value),

more experimental uncertainties cannot be avoided.

11
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Figure 1.5: (Left) The differential scattering cross-section of 23°Pb versus * (momentum
transfer, @) = 2|p]sin g, at the center-of-mass energy of 502 MeV. (Right) the charge density
function, the inverse Fourier transform of the form factor.

1.2 Binding Energy Models

The binding energy of the nucleus are the amount of energy cost to completely separate
protons and neutrons, collectively called nucleons. Two largest forces in the nuclear atom
are the nuclear force, the residual of the strong force to hold quarks together, is to pull
protons and neutrons together, and the electric charges on protons to push them apart. The
strong force is much stronger than the electric force at a short range of two and half times
of the proton diameter. But at larger distances, the electric force dominates. As we add
more nucleons in order to increase the atomic number, eventually each nucleon is generally
a little more tightly bonded than the one added before. This continuously increases total
binding energy up to reaching the element, iron (°°Fe). At this point, the nucleus has a
radius more than two and half of each nucleons width, which we remember its the range in

which the repulsive electromagnetic force began to dominate. Hence, as we gradually add

12
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Average binding energy per nucleon (MeY)
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Figure 1.6: Average binding energy per nucleon (MeV) vs. atomic number (number of
nucleons in one atom).

more nucleons passing this point, the electric force becomes stronger and starts winning.
That is, one proton repulses the rest of protons, so that protons are pushed outward due to

the Coulomb repulsive force, and the nucleon added later is thus less tightly bonded.

Each part of binding energy for every single nucleus, which is consist of constituent

nucleons (a type of baryon), is from different sources of contributions as listed in

Equation as follows:

BE(Nz, A) = (1.22)

Nz(Nz -1 Ny — Nz)?
—ay A+ asA*? + ac Z(Alz/s )_“A( NA 2

BE(Nz, A)

" (for each nucleon in one single nucleus) =

NZ(Q/;Z/::I) - (LA(NiN ,2 NZ)Q + 6,

+ 0A;

—ay + ags + ac

1
AL/3

where:

13



Chapter 1.2. Binding Energy Models

ay (volume): the interaction with nearest nucleon neighbors which are tightly

bounded together as a result of the nuclear strong force;

a (asymmetry): the balance between protons and neutrons. the change in baryon

number between protons and neutrons results in the change in nuclear energies.

(scaled by squaring the fractional difference, (j\\/[g jr%i )2, in number between neutrons

and protons);

ag (surface): the interaction with loosely-bounded nucleons spreading near the

surface of the nucleus (scaled by the nuclear size, ﬁ ~ %);

ac (Coulomb): the interaction from the Coulomb repulsion between protons (scaled

by the product of (/\IQZJ;) and %);

— Wlﬁi/gl): the potential energy due to the Coulomb repulsion between one proton

and the rest of protons;

- %: the proton fraction in every single nucleus.

e 0 (paring): the proton-neutron transition energy in the 5 decay.

The asymmetry energy describe how a nuclear system increases its total binding energy, as

one nucleus departs from equal number of protons and neutrons. In other words,

asymmetry energy is the energy cost for the asymmetric matter (Ny # N3z). Fig. [1.7

shows that 18 different binding energy models, developed based on mean-field theories,

predict different contributions of asymmetry energy to the whole binding energy for each

constituent nucleon. Clearly, binding energy for every single nucleon vary with respect to

proton and neutron densities, and so do asymmetry energies.

The partial derivative of binding energy with respect to neutron densities is related to

the pressure of the neutron-rich nuclear system. Fig. [[.§ shows that the partial derivative

of binding energy at the near saturation density of 0.16 neutron/fm? is tightly correlated

14
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Figure 1.7: Binding energy spectra to describe the EOS of the nuclear system with 18 Skyrme
type of MFT models. Dots are Friedman-Pandharipande (FP) [4] variational calculations;
crosses are SkX [5].
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Figure 1.8: Lead neutron skin vs. the derivative of EOS of the neutron system for 18 Skyrme
sets.

with the neutron skin, Ar,,, defined as:
Arp, = <R2>YP— < RS2 (1.23)

It implies that a precisely determined neutron density profile can further constrain the
divergent energy-density correlation relations based on a wide range of various binding
energy models. Through extrapolating this correlation relation from low to high neutron
densities, binding energy of the neutron-rich matter can be further pin down. As a result,
the partial derivative of binding energy with respect to neutron densities, indicating an
important parameter, the pressure, used to describe EOS of neutron stars, is accordingly
constrained within the limited region without being divergent. In conclusion, the high

precision neutron density measurement plays an important role to describe EOS of neutron
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Figure 1.9: (Left) Ar,, versus a4; (middle) Ar,, versus po; (right) Ar,, versus AK, for
a variety of mean-field models. The remarkably small spread of py shows no significant
separation of different theory models.

stars and their formation processes and structures.

We can further express asymmetry energies, a4 as shown in Equation [1.22] in terms of

ay, po and AKj as follows:

ax ~ as+AXpy(p,+pn—C)+ B x AKy(p, + pn — C)?, (1.24)

where A, B and C are constants. a4 is a coupling constant, py is the coefficient of the linear
baryon density term, and AKj is the standard deviation of the incompressibility. The
linear correlation between Ar,, and each component of a4 such as a4, py and AKj as
shown in Fig. [1.9| (from left to right pannel) implies that Ar,, arises from the difference in
density between protons and neutrons in an asymmetric (Ny # Nz) nucleus. Most
importantly, the linear relation between p, and Ar,, as drawn in Fig. reflects the
strong correlation between asymmetry energy and the whole nuclear densities, suggesting
this correlation be irrelevant to the option of selected models (model independent).
Consequently, the high precision < R2 >1/2 (also, Arp,) measurement can narrow down the
divergent energy-density correlation relation. According to Fig. the neutron form
factor, the inverse Fourier transform of p,, at one chosen (2, is highly correlated with

< R? >1/2 (also Ar,,) for different mean-field models. That means the neutron form factor
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Figure 1.10: Calculated form factor, F,(Q?), versus < R? >'/2 of 208Pb (fm). At some fixed
low-Q? value, F,(Q?) is found to be strongly correlated to the size of neutron RMS radii,
< R? >'/2in a heavy nucleus.

(F,,(Q%)) is actually very sensitive to the extraction of neutron radii at some preferably

selected 2, and this high sensitivity is actually model-independent.

In the non-parity violating electron scattering experiments running at low-@Q?, the
proton form factor, proportional to the differential cross-section, as shown in Equation [1.25

gives the proton density function and proton RMS radii, < RIQ7 >1/2,

dQ a? cos? ¢
= SP@PE (1.25)
2
As Q% — 0,
F(Q? F(0 dr = 7)d? L2 <2 1.26
Q) =~ ()+@|Q2:0+-'-— p(7) 35—662 < Tcharge = - (1.26)
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Figure 1.11: Tree-level Feynman diagrams: (a) single photon exchange, and (b) Z° exchange
for the electron scattering from the nucleus.

The proton density as well as proton RMS radii can be accurately measured via electron
scattering experiments, and the sensitivity of proton RMS radii measurements is up to 0.02
fm (2%). In contrast, the accuracy of neutron RMS radii measurements is not as high as
2% by using the hadronic scattering experiments because of considerable uncertainties in

the strong interaction.

1.3 Parity-violating

Prior to PREx, the determination of neutron densities primarily resulted from hadronic
type experiments such as elastic proton scattering [0, [7, [§], pion photon production [3] and
anti-proton scattering [9, [I0]. Nevertheless, due to the ambiguous interaction between the
incident hadrons and nucleons embedded in the atomic nucleus, the uncertainties due to
strong interactions cannot be avoided. As a consequence, the weak-interaction probe is free

from most of strong interaction uncertainties.

In the elastic polarized electron scattering experiment running at low-Q? such as PREx,
the interference between the larger axial coupling of Z° to the electron and the much
stronger vector coupling of Z° to neutrons than protons as shown in Fig. leads to the
weak neutral current, from which the parity-violating asymmetry arises, in a heavier and

spin-less neutron-rich nucleus such as Lead (2°Pb).

Consider the elastic electron scattering from a spin-less heavy nucleus in the ground
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state. Presumably the electron’s wave function, W, satisfies a Dirac Equation:
(6 P+ Bme £ Vi(r)]Ty = EVy(r), (1.27)

where E is the center of mass energy, the total potential energy, Vi(r) = Ve(r) £ A(r) ,
and the electron wave functions, ¥, = 1(1+ ~v5)W for positive (right-handed) and negative
(left-handed) helicity electrons, respectively. Therefore, the positive helicity electrons
scatter from a potential of (V+A), whereas the negative helicity electrons scatter from a
potential of (V-A). One can simply calculates the fractional difference in the scattering

amplitude between (V4+A) and (V-A) to obtain AB#} as follows:

daf do'l

_IMEP — [MEP

.ABA — a0~ dO — , 128
PVOT wol ark T ER T [ MEP (1.28)
ET9) a0
where:
MEE = Mo+ ML
e? 1
a = — 0~ —
Ar ~ 137
V2 he g
Gr = —(—)3(-2-)? d
ro= GG m

R,L R,Lx * R,L R,L
’M+77 2 = |M'Y‘2 + M'YMZ,-F,— + M,YMZ’+7_ _|_ |MZ7+7_‘27
MEP = ME? = M (MZy = MG+ MG, - M)

Q

(0]
My (MF = MG )~ @GF,

)%, So, we have:

a
M+ IMEP = 2|Mv’2”\“(@

M?,Jr - ML,— GFQ2 Q2

t low-Q2.
M, o Tamy Mlowd

12

BA
Apv

The parity-violating asymmetry (AZ}), according to the analytical expression of the
plane-wave Born approximation (PWBA), is straightforwardly related to the neutron form

factor, the Fourier transform of the neutron charge density function,

Wo(r) ~ 25MeV, and A(r) ~ 10 eV
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Fa(@Q?) = [dbr 2890, (1),

do
MEP - | MEP gk

PWBA __
AV = MEE T IMEE X TR (1:29)
dQ
GFQ2 Fn(Qz) Fn(QZ)Fp(Q2)

).

TR RQ) T QY

7, carrying the weak force, primarily couples to neutrons, because the weak neutral
current from the coupling of Z° to neutrons, 4", is much stronger than to protons, 3* [}

Hence, neutrons contain a much higher portion of weak charges than protons [L1].

Full Coulomb distortions at electron energies from 502 MeV to 3000 MeV are included
in the numerical asymmetry calculation using the distorted wave Born approximation
(DWBA), and the calculated ABY5B4 as drawn in Fig. was reduced by 30%
dramatically. Surprisingly, as the beam energy increases, the Coulomb distortion effect
does not decrease very much. In other words, the calculated AR 54 is not varying so
much with the increasing beam energy, and meanwhile, just slightly shifts to higher (2.
Fig. shows that the calculated ABY B4 can be very sensitive to the extraction of

< R? >1/2 up to the precision of 1% under the specifically selected conditions: the

scattering angle of five degrees and a beam energy of 1.05 GeV.

1.3.1 Analysis I: Fit to Mean Field Models

Given that binding energy (BE(p,,pn)) as well as p, have been well-understood in the
70’s, through a series of non-relativistic and relativistic mean-field models as listed in
Table [I.2] the shape of the weak density function can be parametrized using two important
parameters: Ry and a,, of the Wood Saxon function (or called two-parameter Fermi

function (2pF)) as defined in Equation to describe the central radius and surface

2pn = —1,and PP =1—4sin® Oy = 0.08
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208Pb at 850 MeV
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Figure 1.12: ABWB4 for the polarized elastic electron scattering from the Lead (23°Pb) versus
the scattering angle, 6. The dotted curve is a plane-wave approximation for Ny = N nuclei.

The long-dashed curve is a plane-wave approximation for Ny # Nz nuclei. The full distorted
wave results is solid curve at 850 MeV.
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Figure 1.13: ABWPA versus scattering angle, 6, for the polarized elastic electron scattering
from 29°Pb at the beam energy of 1.05 GeV.

thickness of the atomic nucleus, respectively.

_ Po
pw(r) = 1+ expl(r — Ro)/an] (1.30)

Through the Fourier transform of the weak charge density function in Equation [1.30],
where Ry and a,, are determined by seven non-relativistic and relativistic mean-field theory
models, we then have the weak form factor, FW(QQ), as follows:

3,5 Qr
Ru@y = e

= 0.204 & 0.028(exp) % 0.001(mod). (1.31)

The weak form factor is directly related to the theoretically calculated parity-violating
asymmetry, AIZ]WBA, based on the distorted wave Born approximation (DWBA). After
taking the first-order of the partial derivative of the weak form factor with respect to the
momentum transfer, Q?, the weak charge RMS radii (< R%V ek >1/2) is thus obtained.

Consequently, we have the linear relationship between ADWE4 and < R2 >/2 as shown in
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Table 1.2: Least square fits of parameters to non-relativistic and relativistic mean field model
weak charge densities. Parameters, Ry and a,,, stand for the Wood Saxon weak charge density
function as described in Equation [1.30}

Wood Saxon

Mean field interaction model Ry (fm) @, (fm)

Skyrme I [24] (non-rel.) 6.655 0.564

Skyrme III [25] (non-rel.) 6.820 0.613

Skyrme SLY4 [26] (non-rel.)  6.700 0.668

FSUGold [23] (rel.) 6.800 0.618

NL3 [27] (rel.) 6.896 0.623

NL3p06 [28] (rel.) 6.730 0.606

NL3m05 [28§] (rel.) 7.082 0.605

Average 0.61 £0.05
Fig. [1.14]

APY = 0.656 + 0.060(stat) £ 0.014(syst) ppm. (1.32)

The experimental asymmetry measurement in Equation [1.32] corresponds to the

1/2 1/2

weak-charge size, < R%, >'/2, which is approximated to the neutron RMS radii, < R? >

as shown in Fig. Alternatively, the neutron skin, Ar,, can be extracted:

Ar,, = 0337015 fm. (1.33)

1.3.2 Analysis II: Helm Model Weak Form Factor

The Helm model weak charge density [31] was proven a very useful tool to analyze the
unpolarized electron scattering form factors [32], 33]. In addition, the application of the

Helm model to studying neutron-rich nuclei can be found in ref. [34]. Through the Helm
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Figure 1.14: ADWB4 versus < R2 >'/2 for both non-relativistic and relativistic mean field
interaction models. The experimental asymmetry measurement, Aﬁf’, corresponding to the
extracted < R? >'/2 is also depicted on this graph and labelled as PREx-I (2010 PREx).
The expected asymmetry result for the proposed running experiment, PREx-II (2014 PREx),
overlaps on the same central value as PREx-I’s with a precision statistical improvement of

three-fold.
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model, the weak form factor is expressed below:

Fw(@Q) = Q3th1(QRh)e"2Q2/2, (1.34)

where ¢ is the width of a gaussian function of the final weak density after folding the weak
charge density, that is firstly assumed to be uniform out to the diffraction radius, Ry. o
includes contributions from the surface thickness of the point nucleon densities and the

sinz __ cosz

single nucleon form factor, ji(z) = *%* — <=

We compare Equation to Equation [1.31} and thus o (the surface thickness) and Ry,

as listed in Table are extracted. Therefore, the square of weak charge radii is:
3
R, = S(Ri +50%) = 5.83 £ 0.18(exp) # 0.03(mod)  (fm). (1.35)

Fig. shows you the weak charge density function derived from Helm model according

Table 1.3: Least square fits of parameters to theoretical mean field model weak charge
densities. Parameters, R; and o (see Equation [1.34]), are for Helm model weak charge
density.

Helm
Mean field interaction model Ry, (fm) o (fm)
Skyrme I [24] (non-rel.) 6.792 0.943
Skyrme III [25] (non-rel.) 6.976 1.024
Skyrme SLY4 [26] (non-rel.)  6.888 1.115
FSUGold [23] (rel.) 6.961 1.028
NL3 [27] (rel.) 7.057 1.039
NL3p06 [28] (rel.) 6.886 1.010
NL3m05 [28] (rel.) 7.231 1.012
Average 1.02 £0.09

to the measured 29°Pb experiment (PREx) [29].
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Figure 1.15: (Color on line) Helm model weak charge density-py (1) of 29°Pb that is consistent
with the 2010 PREx result (solid black line). The brown error band shows the incoherent
sum of experimental and model errors. The red dashed curve is the experimental (electro-
magnetic) charge density p., and the blue dotted curve shows a sample mean field result

based on FSUGold interaction [23].

1.4 Application: Impact on our Knowledge of the Neu-

tron Star

A high-precision < R? >!/2 measurement is useful to understand the neutron star
structure. We have learned the strong correlation between the neutron skin thickness
(Ary,) in 25°Pb and baryon density-dependent asymmetry energies, a4, at the saturated
nuclear density. Nuclear asymmetry energies, which are under control for the finite nuclei
in the ground state near the saturation [37] nuclear density level, play important roles to
describe the EOS of the neutron-rich matter. a4 are relevant to the pressure of EOS,
because the larger pressure, indicating stiffer asymmetry energies, than the Coulomb
repulsion pushes more neutrons than protons outward against the surface tension, giving
rise to the neutron skin thickness (Ar,,) in the neutron-rich matter. Meanwhile, the

1/2

precise < R? >!/2 measurement can help calibrate the astronomical observation of the

neutron star radius [38, 39], rys.

In addition to the strong correlation between Ar,, in 33°Pb and the pressure of the

neutron star near the saturation density [37, [14], several additional neutron star
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characteristics which are also correlated with Ar,, in 298Pb have been inferred [40]. These

characteristics include:

(a) the crust-to-core transition density [39],

As discussed in the previous section, the larger < R? >1/2

corresponds to stiffer
symmetry energies. Hence, the solid phase favors a faster transition to the uniform
liquid phase. Therefore, < R? >1/2 are correlated with the density p;, the transition

of which is from the low density solid crust to the liquid core [39], in a neutron star.

(b) neutron star radii [38, 41], and

1/2 of the neutron-rich matter result in stiffer

Generally speaking, the larger < R2 >
symmetry energies at normal nuclear densities, and the larger pressure in the neutron
star’s EOS at ultra-high nuclear densities. Hence, the size of the neutron star, ryg,
becomes larger. [38]. Remarkably, the difference in size between the neutron-rich
nuclei and the neutron star is 18 orders of magnitude ﬂ Despite the huge discrepancy
in size between the neutron-rich matter and the neutron star, the high precision

< R? >'/2 measurement make impacts on gaining better understanding EOS at the

12 and ryg

average, below or more times of nuclear densities. That is, both < R? >
measurements can help determine EOS respectively at different nuclear density levels.

In contrast, while stiffer symmetry energies, accompanying with larger < R? >1/2 at

Neutron-rich matter nuclei neutron star
size 10 fm 10 km
normal nuclear density at/below more times higher
symmetry energy stiffer w/ larger < R2 >'/2  softer w/ smaller 7y

the normal nuclear density, becomes gradually soft, the size of the neutron star gets
smaller at a several times higher than the normal nuclear density. The softening
process of EOS will result in the phase transition from nuclei to quark matter in the

neutron star.

3< R?2 >1/2x 5.5 fm, and 7yg ~ 10 km.
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(c) the threshold density at the onset of the direct URCA process [42].
Asymmetry energies, a4, help determine the composition of a neutron star. The
larger a4 are, the more the fraction of protons is. While the proton percentage
(fraction) is greater than 12%, neutrons near the Fermi surface would follow -decay
to produce one proton plus an anti-electron neutrino, and the inverse S-decay will
generate an electron neutrino. A pair of electron neutrino and anti-electron neutrino
will take away part of the neutron star’s energy. Hence, the neutron star starts
cooling down. This is called the direct URCA process. The direct URCA cooling

depends on processes:

n—pt+e +r, (1.36)

e +p—>n-+vr.

At the threshold nuclear density, the larger < R2 >'/2 at the normal nuclear density

da g

& becomes larger, too. a4 are more

correspond to stiffer asymmetry energies, so
likely to get higher with more percentages of protons at the denser nuclear density.
As a consequence, the direct URCA process is more likely to take place, and more

energies of the neutron star are dissipated by pairs of neutrinos. Therefore, the

temperature of the neutron star drops.
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Experimental Design

2.1 Experimental Goal

The aim of the high precision RMS neutron radii (R,) in 29°Pb measurement is with the
sensitivity to 1% (£0.05 fm), and the corresponding statistical error of the experimentally
measured parity-violating asymmetry is around 3% (15 ppb). The unexpected technical
problems, however, took place during 2010 PREx data-taking period. Consequently, a
great loss of time to collect valuable data led to a nearly three times higher statistical
uncertainty of A;WBA. On the other hand, 2010 PREx achieved a proposed 1% (5 ppb)
goal of the systematic uncertainty. In order to meet the requirement of the highly precise
measurement, a great deal of efforts to upgrade all aspects of the experimental apparatus

was needed, so that we could guarantee that every piece of hardware instrument was

well-controlled to run smoothly.

2.2 Technical Issues

2010 PREx required the longitudinal asymmetry of 0.5 ppm with the statistical
uncertainty of 3% and the systematic uncertainty of (1 — 2)%, so that it was regarded as
one of ten most challenging experiments running in JLab since 1984. The technical issues
primarily focus on a list of categories as followed: 1) Helicity-Correlated Systematic Errors;
2) Q? Measurements; 3) High Power Target Design; 4) Septum Magnet, and 5) High

Precision Polarimetry. In sum, both of the absolute error (~ 15 ppb) and relative error

30



Chapter 2.2. Technical Issues

(3%) were very difficult to accomplish. The former was induced by the proficient control of
false asymmetry related to the helicity-correlated beam parameters, like, intensity, position,

angle and energy. The later was due to the beam polarimetry and Q? measurement.

2.2.1 Electron Beam Source and Charge Asymmetry

The polarized electrons were generated by the photoemission from a GaAsP
photocathode. The incident laser light with the specifically circular polarization was
produced by the Pockels Cell (PC). The helicity signals from the helicity generator (HG)
determine the polarity of the high voltage of PC, and hence the helicity state of the electron
beam. An insertable half-wave plate (IHWP) was put and reversed along the path of the
laser light once every single day. An additional half-wave plate, called rotatable half-wave
plate (RHWP), together with IHWP are used to suppress the systematic uncertainty for
the imperfect laser configuration. The charge asymmetry, also called the helicity-correlated
(HC) beam intensity asymmetry, is defined as the fractional difference of integrated beam
intensities between two opposite-sign helicity states. The charge asymmetry was induced

by the imperfection of the electron beam source configuration.

2.2.2 Beam Modulation System and Helicity-Correlated Beam Pa-

rameters

The beam modulation system comprises the beam current monitors (BCMs) and the
beam position monitors (BPMs). BCMs and BPMs are located along the beam line and
belong to part of the accelerator . They are used not only to accurately measure the
difference in HC beam parameters between two helicity states but to detect the instability
of beam parameters. HC beam parameters include beam current, beam energy, beam

position and beam angle. The instability of the beam gave arise to the false asymmetry,
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which ought to be subtracted from the measured parity-violating asymmetry.

2.2.3 Beam Polarimeter and Beam Polarization

Presumably the electron beam is 100% polarized, the experimental measurement of the
parity-violating asymmetry is the same as the theoretical prediction. In practice, the actual
beam is not fully polarized, so that we need to measure the longitudinal beam polarization
for PREx using both Mgller and Compton polarimeters in Hall-A. The physics asymmetry
is obtained by scaling the experimentally measured asymmetry with the partially polarized

electron beam.

2.2.4 Data Acquisition System and Parity-Violating Asymmetry

Two separate data acquisition systems (DAQs) were running during 2010 PREx. One is
the integrating DAQ), also called parity DAQ; the other is the counting DAQ. The former is
used to collect the parity-violating asymmetry data, while the later is exclusively for the
low-current measurements to determine the asymmetry resulted from backgrounds, Q? and
the high-resolution spectrometer (HRS) optics. The integration of the signal flux
accumulated in each detector over one helicity window was not influenced by different
scattering rates. More importantly, we took the advantage of the minimal deadtime for
parity DAQ with the integration mode, because the electronic pick-up of the helicity
correlated signals due to the deadtime is most likely to cause the serious helicity-correlated
correction to the measured parity-violating asymmetry for the high scattering rate. In
addition, since everything, including different sources of backgrounds, was integrated, we
needed to remove the background contaminations from data in order to prevent them from
biasing the interpretation of the final physics result. On the other hand, the disadvantage

of the integrating DAQ is its sensitivity to the non-linearity of the detector
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photo-multiplier tube (PMT) and analog-to-digital (ADC) pedestal drifts.

2.2.5 Target

Since 2010 PREx aimed to measure RMS neutron radii in Lead (25°Pb), the lead target
was selected for this elastic electron scattering experiment. The Lead target comprised of a
0.5 mm pure 23°Pb foil which was sandwiched between two 0.15 mm diamond sheets,
because 29°Pb has a relatively low melting point of 600 K, and a poor thermal conductivity
of merely 35 W/m/K. The diamond, however, has a much better thermal conductivity
(> 900 W/m/K) to hasten the transition of the heat, induced by the higher beam current,
away from the 20°Pb foil. As a result, the sandwich type of the target design is for the sake
of preventing the target from being melt. During PREx, the temperature of the Lead
target kept at 96 K for 50uA beam current. The target’s edges were cooled with the

cryogenic *He at 20 K.

2.2.6 HRS and Septum Magnets

HRS is composed of a set of superconducting magnets in sequence: two quadrupoles, a
vertically bending dipole (45°), and a third quadrupole (QQDQ). The first two
quadra-poles focused the beam onto the dipole, whereas a third quadrupole focused the
beam onto the plane, where the detectors are located. The dipole possesses the
high-momentum resolution (107%) in the scattering plane over the range of momentum
from 0.8 to 6.0 GeV due to the 12 m dispersion; on the other hand, the quadrupoles are in
charge of the focusing. The elastically scattering electrons from the target were transported
onto the detectors through HRS, but the inelastically scattering ones were clearly
separated at the detector’s focal plane. The PREx kinematics required a extremely forward

scattering angle (5°), but the minimal scattering angle for HRS is 12.5°; therefore, an
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additionally superconducting Septum magnet upstream of the HRS was needed in order to

bend the 5° scattered electrons into the opening aperture of the HRS.

2.2.7 Collimator

Since the theoretical transverse asymmetry was predicted to be the same large as the
longitudinal parity-violating asymmetry and regarded as one systematic uncertainty, it
ought to be measured through the experimental apparatus. The collimator located between
the target and the first quadrupole of HRS was designed to not only facilitate the
transverse asymmetry measurement but suppress the unwanted backgrounds resulted from
the inelastic scattering electrons by blocking them from entering HRS. The collimator had
a semi-circular opening and a notch at the edge of the inner side of the semi-circle. The
notch included Beryllium (Be), and the elastic scattering electrons, passing through Be,
lost their energies. Consequently, after arriving the entrance of HRS, the elastic scattering
electrons followed a slightly different trajectory through the semi-circular opening from
that through the Be-contained notch. Eventually, elastic scattering electrons from two
trajectories with a small separation arrived at different locations onto the detector’s focal

plane, and were in turn distinguished from each other.

2.2.8 Focal Plane Detectors

PREx acquired not only the longitudinal asymmetry data but the transverse ones.
Hence, there are three individual detectors for each arm. Two of them are the main
detectors used to collect longitudinal asymmetry data; the rest of them is specific for the
transverse asymmetry study. Each detector is composed of quartz scintillators in order to
absorb the Cerenkov radiation accumulated by PMTs. The radiation-hard materials were

specially selected for these detectors to withstand the radiation damage caused by the high
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scattering rate at very forward angles. The non-linearity test systems were attached to all

of the detectors for the further non-linearity study.

2.3 Optimization

In order to diminish the target’s recoiling after colliding with incident electrons, the
heavy target, composed of large atomic mass number nuclei, was hence chosen. Therefore,
the momentum transfer, @2, could be suppressed to be minimal. More importantly, at
low-Q?, the average proton and neutron form factors, F,(Q?) and F,(Q?), can be
approximately expressed in terms of Q% over a range of % using both non-relativistic and
relativistic mean field theory models. Besides, only at Q% = 0, the weak charge radius is
able to be precisely determined by taking the derivative of the weak form factor with
respect to Q2. According to Equation , A;WBA is roughly proportional to the
magnitude of Q? and meanwhile anti- proportional to M. Therefore, the experimentally
measured parity-violating asymmetry was in the magnitude of order of part per million

(ppm) at Q% = 0.0088 = 0.0001 GeV? for 2010 PREx.

Table 2.1: Model root mean square proton R, and neutron R, radii for 23°Pb.

Interaction R, (fm) R, (fm)

Skyrme 1 [24] 5.38 5.49
Skyrme IIT [25] 552  5.65
Skyrme SLY4 [26] 546 5.62
FSUGold [23] 5.47 5.68
NL3 [27] 5.46 5.74
NL3p06 [28] 5.51 5.60
NL3m05 [28] 550 5.5

PREXx is an extremely challenging experiment because of its small asymmetry of order
Ippm. Consequently, PREx also needs to acquire the relatively smaller statistical and

systematic uncertainties. If the experimentally measured parity-violating asymmetry
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Figure 2.1: Parity-violating asymmetry (.AIQJWBA) versus laboratory angle for elastic scat-
tering electrons from the Lead target at 1.05 GeV. Different curves correspond to different
mean field models used to do the least square fits of neutron density function’s parameters.
increases with the higher Q2, the cross-section will in turn decrease. As a result, a careful

study of a choice of PREx kinematics to optimize the sensitivity of A;,WBA to the neutron

RMS radius is strongly needed.

For the beam energy of 1.05 GeV, Fig. shows that A;,WBA is most sensitive to
different predictions of R,, derived from different non-relativistic and relativistic mean field
models at the scattering angle of ~ 5°. We then define the sensitivity parameter as an
optimal factor below:

_ dInR, R, dA,

_ — . 2.1
©Fn dinR, A, dR, 1)

Fig. shows eg, peaks at 3 for the beam energy of 1.05 GeV and the scattering angle of

~ 5°. This is why a 3% statistical error of AIQWBA corresponds to the sensitivity of RMS

neutron radii R, up to 1%.
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Figure 2.2: Sensitivity of the parity-violating asymmetry (ADY24) for 33°Pb to the change
in the neutron radius. The solid (dash) line corresponds to the beam energy of 1.05 (1.80)
GeV. The non-relativistic mean field model, SLY4, was used here.

2.3.1 Statistical Uncertainty

Several factors which make an impact on the level of the statistical error are listed as

follows:

(1) the pure counting statistics;

(a) the beam intensity (I);

(b) the duration of data accumulation (T);

(c) the target’s density (psar);

(d) the differential cross-section (2

da).

(e) the radiation loss factor (¢);

(f) the detector’s solid angle (AQ);

(g) the detector’s energy resolution (AFE).

* the uncertainty of the beam polarization.
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(2) the instrument noise in the beam modulation system (aka beam jitter);
(3) the ADC bit-resolution of the detector (aka electronics noise);
(4) the fluctuation of the detector’s pedestal;

(5) the fluctuation of the target’s density and the target’s non-uniformity.

2.3.1.1 Counting Statistics

The total number of detected electrons, NV;yq, the counting statistics, 0N, the
experimentally measured parity-violating asymmetry, AI};}WBA, and its statistical error of,

SALVEA are defined as listed below:

d
Niotat = 1T prar 75 AN, (22)
AMOt(Ll
5N otal = )
total Motal
AZJ;}WBA — Apv % P,

1
V : ‘_/total ‘

PWBA
0A,, x

Hence, the statistical error of neutron RMS radii, R,, = ARR", can be determined in

terms of Myotar, Apw, P and the sensitivity parameter, eg, . Likewise, according to
Equation we have:
A
AR, 1 dASYE 1 1

2 p2 42 —1/2
= ——wEr ~ o = AL Niowa) 93
Rn 6Rn A]P);WBA eRn PAPU total (eRn pv ttl) ( )

Now, based on Equation [2.3] we can predict the sensitivity of neutron RMS radii to
different conditions. As discussed, the optimized scattering angle is 5° with the beam

energy of 1.05 GeV. Presumably, the running time is half of month, we can estimate
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Table 2.2: Experimental parameters including beam current (I), beam polarization (P),
detector solid angle (AQ), number of atoms (N), energy resolution (AFE) and radiation loss
factor (¢).

Parameter Value

I 100pA
p 0.8
AQ 0.0037 Sr
N 2
AE AMeV
¢ 0.34

ARR” ~ 1%. This prediction might be too optimistic without considering other factors listed

below which are more likely to reduce the sensitivity of R, to AIZ)WBA:
(1) the uncertainty of the beam polarization (AP);

(2) the window of the scattering angle span;

(3) the size of the beam current.

Table 2.3: Statistical error estimates for measuring R,, in 30 days. Results are first presented
for 298Pb, 48Ca and 1°Ca at a laboratory scattering angle of 5°. **Ca results are also presented
for a scattering angle of 4°. The neutron and proton densities are calculated in the Skyrme
HF theory with the SLY4 interaction.

E  A,(5°) $2(5°)  Rate (5°) AR,/R,
Nucleus  (GeV) (ppm) (mbsr!') (MHz/arm) eg, (%)
25Pb 1.05  0.7188 1339 1736 -2.762  0.6637
BCa 1.80 2.358 8.630 164.3 -4.266  0.4258
10Ca, 1.90 2.301 5.832 111.0 -3.920  0.5777
E  Au4) $2(4°)  Rate (4°) AR,/R,
hline ¥Ca  2.20 2.290 16.56 315.2 -3.961  0.3409

2.3.1.2 Other Sources of the Statistical Uncertainty

In addition to the counting statistics, other sources of errors also contributed to

broadening the RMS width of the assumulated raw asymmetry distribution in each
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detector. The experimental goal is to reduce the noise levels from all of these souces and to

make them much smaller than the counting statistics.

2.3.1.2.1 Fluctuations of the Target’s Density

Through increasing the beam intensity (current) and the target’s length, the scattering
rate was enhanced. Therefore, the higher the electron scattering rate, the more the amount
of beam energies was deposited in the target. The heat dissipated inside the target caused

the target’s density to be non-uniform. The non-uniformity led to the broader RMS width

of measured raw asymmetry histogram, Aﬁ%ﬁfs, and hence limiting the accuracy of
PWBA
Apv,meas'

2.3.1.2.2 Fluctuations of the Detector’s pedestal

Presumably the total amount of integrated signal flux includes the actually deposited
electrons at each detector, other detector-related sources and helicity-correlated beam

sources:

Oraw = Ogig + Ogther T OHC: (2.4)
According to the definition of AJVEL we have:
L L L R R R
APWBA - (Usig T O6ther T UHC) - (Osig * O5ther — UHC)
pv,meas L L L R R _ R
(Usig T T5ther T UHC> T (Usig T Tother UHC)
L R L R
o~ APWBA (1- 9other + aother) + THC T oHC (2.5)
o pv,true O'L. —+ O'PE O'L. —+ O'R ’ '
sig sig sig sig

where 0t} Was resulted from: (1) the non-linearity of the ADCs and PMTs; (2) pedestal

drifts of the ADCs. oy was as a result of the helicity-correlated beam properties.
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Obviously, gther in Equation ought to be suppressed, so that the

L
9other +o

experimentally measured asymmetry wouldn’t be biased.

L L L R R R
(Usig T Tother T UHC> N (Usig T Tother ~ UHC))

5A§Wr3n%as = 9(
v, = L L L R R _ R
(Usig T other T UHC) T (Usig T Pother JHC>
ol ok
~ Agg frftle( _ other . other) (2.6)
ok
s1g sig
ol

APWBA other T other 5 UHC ™ UHC
pv,true Jt + oR ) +d( +oR )-

81g sig %1g sig

Based on Equation we can clearly manifest different sources of the statistical

PWBA .

uncertainty on Apv,true‘

) (5,453’7%’1‘1@: pure counting statistics;

e/ (w): relevant to the fluctuations of the target’s density, the

sig  sig
non-uniformity of the target, the non-linearity of PMTs/ADCs and the pedestal

drifts of ADCs;

e (%) independent of AIF))\I?V, 24 o but make impact on Ag\v/v} Btas. Hence, it’s
the significant source of the systematic uncertainty (discussed in the next section).

2.3.2 Systematic Uncertainty

Achieving an accuracy of a asymmetry measurement up to the sub-ppm even at a tinier
level, sub-ppb, is possible, because many of the absolute systematic uncertainties were

cancelled in the numerator of the fractional difference calculation of differentital

cross-sections. In Equation , (W) not only brodens the RMS width of
sig ' sig
PWBA

PWBA
A pv,true

DV, true Therefore, it is regarded as one of the

but change the magnitude of A
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systematic uncertainty sources.

Another factor which changed the size of Ag{’,‘f B s Tather than Agf,[/’ thr?Je is

O’L +0'R

) (%) It was arisen from fluctuations of the helicity-correlated beam properties
sig ' sig
such as the intensity, energy, position and angle and thus caused instability in the detector
flux, oraw. Hence, it was also treated as an important systematic uncertainty:.
O'L -‘r(J’R‘
In order to investigate the source giving rise to (%), we applied two analysis
sig ' sig

techniques to study: (1) linear regression; (2) beam modulation. The beam modulation
analysis is a reliable analysis tool to make the measured asymmetry correction for these
helicity-correlated beam asymmetries (false asymmetries) and meanwhile to help estimate

the associated systematic uncertainty with such corrections. Next, we will describe how to

handle these beam-related corrections.

Supposed that the differential cross-section, 3—‘;, includes electron flux, other
detector-related fake signals and helicity-correlated beam false sources, we can calculate
the zero-th order of the asymmetry correction after normalizing the differential

cross-section to the beam current.

(Go)bR () MR | ()R
AROth PWBA - M — " - 1)
pv,cor - (Lff)k,R dj)k,L - dj)k,L_H;(di (di)k,L .
0. dGIL a0 T o) d0IL
I
do do
1+5<d%'9) 1+ ZidZ)L
(dj)k,L @ (dg)k,L Ca)™~ 4
do 1+?—£ do 1+%
= do = do
(dj)k,L dg_ 4 (dg)m: Cgg)"™ +1
6 1oL e 1+
5(%%) SI 5(%2) sI
14 o _ 8y _ 1 a0’ _ oL
~ ( (%)k,L)( IL) ~ (%e)k,L JL
5(%) 51 2
(1+(%)k,L)< _[T)+1

k,PWBA  kPWBA
= Apv,meas _ApV,I

Lk Rk Lk Rk
k;PWBA(l _ 9other + Uother) + (UHC + HC Ak,PWBA)
pv.true L.k + O_R,k O_L,k + O_R,k pv,I )
sig sig sig sig

I

A

g
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where k indicates each individual detector. Clearly, the zero-th order of the asymmetry

k,PWBA .

correction was from the beam current (charge). Here, 'Ap I

is also called the charge

asymmetry.

The first order of the asymmetry correction was from the beam energy, position and

angle and expressed in terms of beam properties as below:

Lk Rk oD aDk
THCtOHC 4k PWBA 2 oM, /W + SF AL (2.8
O_L,k + O_R,k pV’I - _|_ O' :
sig sig 81g 81g
+ the 2nd-order correction term,
oLk Rk
AISEPWBA o JkPWBA (| _ Zother to Other)

pv,cor pv,true

)
—l— O'Sl

Slg g

2= are called beam correction coefficients (aka: dithering

coefﬁcients) .

Equation represented the correlations between each detector’s signal flux and the

beam parameters. In general, the magnitude of order of either SZ 88% is 10* pu%n (or
ppb
nm /-

KPWBA 2 8/\4] A/W + 2 AE
pv,I

k,PWBA _
AApymeas = A

(2.9)

g ot USlg

+ the 2nd-order correction term.

2.3.3 Background

We have discussed how to remove detector-related fake signals and the false asymmetry
as a result of the helicity-correlated beam properties as well from elastic scattering

electrons integrated in parity DAQ. Next, we need to consider the false asymmetry for
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background processes.

gcor — O'Sig + ZO’i)kg = (O’raw ~ Oother — UHC) + Zaﬁkg, (210)
where i represents different background sources.
R L
PWBA Ocor — 9cor
A = -tor —“cot 2.11
pV,cor ol + okor (2.11)
R L iR iL
B (Usig - Usig) + Ei(abkg N Ubkg)
o R L iR WL
(Jsig + Usig) T Zi(abkg T Ubkg)
R L iR QL
_ (Usig - Usig) n Zi(abkg Obkg)
R L iR i,L R L iR i,L
(Usig ™ Usig) ™ ZZ‘(Ubkg T Ubkg> (Usig ™ Usig> - Zi(abkg T Ubkg>
R L wR 4L
(g~ 5ig) 1 5 (TPkg ~ TPk
- R L JEN N iR i.L oR 1oL
<Usig + Usig) 14 2.0 bngr bkg) i (Ubkg + Ubkg) 1+ sig 81g)
(a'R. +ol. ) +5'Z’L )
sig  sig bkg
R L iR iL
_ (Usig - Usig) (1 Zi(abkg T Ubkg) )
- R L T R L iR L
<051g + 081g) (Usig + Usig) T Zi(gbkg + Ubkg)
(O_i,R . o_i,L ) ZZ (O_i,R + Si,L )
n Z bkg bkg bkg bkg

iR i,L R L iR i,L
‘ (Ubkg + Ubkg) (Usig T Jsig> T Zi(abkg T Ubkg>
PWBA
= Apvophys( = 200+ 2 Aipig i

where f;, a so-called dilution factor, is the fraction of the flux for different background

sources. A, bkg is the asymmetry for the scattering electrons through separate background

processes.

Equation can be approximated to Equation [2.12] As f; is much lesser than 1, the

second-order f; term is dropped out.

1st, PWBA
APWBA  _ (-Ap%,cor -2 fiAi7bkg)
pv,phys (11— 1)
1st, PWBA

~ (Apv,cor - Z fz’ALbkg)(l + Z fi)
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1st, PWBA
~ (1+ Z fi)ApSV,cor - Z fz’Ai,bkg-

As mentioned earlier, the electron beam was not 100% fully polarized. Hence,
AE\YX:](?JEA,phys is obtained by scaling Agy}é]g’rA with the electron beam polarization and the

finite acceptance as below:

1st, PWBA

A — 2 fiA,
APWBA - mpvicor ibkg (2.13)
pv,cor,phys 1= f)
1 1st,PWBA
~ [ﬁb(l + Z fi)Ap%,cor - Z fiAz,bkgL

where P, is the beam polarization. Furthermore, since PREx AIJZJWBA

was model-dependent
over a range of momentum values and scattering angles, we needed to take the average of

AZI;WBA for a more precise interpretation of the final physics result.

2.3.4 Blind Analysis

In order to avoid any artificial correction on the measured asymmetry from biasing the
final interpretation of physics result, a blinding offset was added to the true asymmetry via
parity-analyzer software (PAN). All of the integrated data were accumulated by parity
DAQs without manipulating any blinding. However, the output asymmetry from PAN was
reported as the blinded value. We unblinded our asymmetry measurement after all of the

analysis procedures, including cuts and asymmetry corrections, were carefully done.
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Experimental Instrument

3.1 PREx Overview

The experimental instruments of the first generation of PREx was running in 2010
Spring in Hall-A, Thomas Jefferson National Accelerator Facility, abbreviated to Jefferson
Lab (commonly called JLab). The accelerator comprises of superconducting
radio-frequency (RF) accelerating cavities used to generate the continuous-wave electron
beam. As a result, JLab is also called CEBAF, which means ” Continuous-wave Electron

Beam Accelerator Facility.”

The electrons from the injector were accelerated through 5 passes of the machine to
achieve a maximum beam energy up to 6 GeV. After a selected number of passes to
establish different beam energies for three simultaneous runs in each experimental Hall, i.e.
Hall-A, B and C, the beam was extracted for their uses. A schematic profile of JLab

accelerator is shown in Figure 3.1}

A (50 — 70)A continuous-wave electron beam, composed of longitudinally polarized
electrons, was transported to Hall-A with the energy of 1.063 GeV. The incident electrons
were scattering from a pure 20°Pb target foil, whose thickness was 0.55 mm. Elastic
scattering electrons were transported via a set of superconducting magnets in HRS onto
the focal plane of the detectors. An additional magnet, downstream of the target but
upstream of HRS, was performed in order to bend the electron beam at an extremely

forward scattering, say, 5°. The HRS momentum was set to a magnitude of 1.063 GeV/c
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How CEBAF WORKS

Each linear accelerator uses
superconducting technology to
drive electrons to higher and
higher energies.

Magnets in the arcs steer the electron
beam from one straight section of the
g tunnel to the next for up to five orbits.

The electron beam begins its first
orbit at the injector. At nearly the
speed of light, the electron beam
circulates the 7/8 mile track in
30 millionths of a second.
rigeration plant provides liquid
helium for ultra-low-temperature,
superconducting operation.

The electron beam is delivered to the
experimental halls for simultanecus
research by three teams of physicists.

Figure 3.1: Schematic of CEBAF.

with a high enough resolution, so that only elastically scattering electrons were focused

onto the detectors. The solid angle of each HRS acceptance is around 3.7 mSr.

3.2 Polarized Electron Source

An electro-optic device, called Pockels Cell (PC), was performed to convert the linearly
polarized laser light to either right or left-circularly polarized light. The polarity of the
circularly polarized laser light was determined by the polarity of a high-voltage (HV)
switch which was applied to PC. By illuminating GaAs (Gallium Arsenide) with the
circularly polarized light, the electrons were released from the valence band to the
conducting band. The polarity of the laser light determined the direction of the electron
beam’s longitudinal polarization. By reversing the polarity of the laser light with the
change on the polarity of HV using the helicity generator (HG), the helicity state of the
electron beam was reversed accordingly. For PREx, the helicity was rapidly reversed at

either 120 Hz or 240 Hz due to a list of reasons as followed:
e the mitigation of 60 Hz power-line noise;

e the suppression of sensitivites to periodic background noises;
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Figure 3.2: A schematic of the strained-layer (a) and superlattice (b) photocathode structure.

e the cancellation of history effects which existed in the non-random helicity sequences;

e the elimination of slow drifts due to the change on the temperature of experimental

instruments.

3.2.1 GaAs Photocathodes

The cathode for 2010 PREx was called the superlattice cathode, composed of
alternating layers of GaAs and GaAsP, as shown in Figure (b) The energy gap between
the valence and conduction bands is 1.59eV for the superlattice cathode. The superlattice

cathode can provide the quantum efficiency as high as 1% E|

3.2.2 Pockels Cells

As discussed earlier, PC provides the fast-reversal of the electron beam’s helicity state
by altering the polarity of HV applied to PC using HG. PC’s birefringence is linearly

proportional to the magnitude of HV’s electric field. PC E| is used as a quarter-wave

I'The quantum efficiency is defined as the ratio of emitted electrons from the cathode over the incident
light’s intensity.
2The PC is a KD*P, KD,PO, crystal.
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Figure 3.3: A schematic of the polarized electron source set-up in the injector part at JLab.
The laser light was circularly polarized by PC. Through the photoemission from a GaAsP
photocathode, the polarized electrons were released, because they were excited from the
valence band to the conducting band via the absorption of the incident photon energies from
the circularly polarized laser light. The polarity of the laser light determines the helicity
state of the electron beam.

retarder in order to convert the linearly polarized laser light into the circularly polarized
laser light. Despite this, the emitted laser light from PC is still not 100% perfectly
circularly polarized. The residual linear polarization of the laser light can result in large
charge asymmetries and helicity-correlated position differences. Hence, a rotatable
half-wave plate is added downstream of PC for the sake of rotating the residual linear
polarization diection of the laser light to minimize the effect on the helicity-correlated

position differences.

3.3 Slow Helicity Reversal

In order to avoid the electronic helicity signals from being preferredly selected by the
electronics, which is used for the fast helicity flip at either 120 Hz or 240 Hz in PREx, an
instrument, called inserted half-wave plate (IHWP), was added upstream of PC to the

beamline during the completion of one single day’s data-taking and then removed for the
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next day’s data collection. The former state of IHWP is called "IN”; the later is 7OUT”.
Two states were alternatively changing for every single day. That’s how IHWP was

performed to slowly and passively reverse the beam helicity.

3.3.1 Inserted Half-Wave Plate

IHWP rotates the linear polarization axis by 90°, so that the circular polarization
direction of the laser light, determined by the polarity of PC’s HV through the electronic
helicity signals produced by HG, was altered to be the opposite sign to its original one.
Since electronic helicity signals were blind to the alternation of two opposite helicity states
operated by IHWP, the sign of the calculated asymmetry by parity DAQ would be
automatically changed due to two additionally separate states of IHWP, IN and OUT. As a
result, despite the presence of the preferred electronic helicity signals, the addition of
IHWP into the beamline would help vary the sign of the calculated asymmetry. Eventually,
the effect of the electronic pick-up of one helicity would be cancelled after the overall

average of the asymmetries measured with two distinct IHWP states.

3.3.2 Double Wien

Double Wien filter, beside IHWP, was also performed for the slow helicity reversal
during 2010 PREx, because the change on the direction of the magnetic field of the

solenoids can reverse the electron beam’s helicity state.

3.4 Beam Polarimeter

Both Mgller and Compton polarimeters were running for 2010 PREx and provided two

separately independent beam polarization measurements for the further comparison.
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Figure 3.4: For PREx, only the second solenoid and the horizontal Wien filter were used. The
set of solenoids and Wien filters along the beamline help reduce HC systematic uncertainties.
In addition, the horizontal Wien can optimize the longitudinal beam polarization.

3.4.1 Mpgller Polarimeter

Mgller polarimeter measures the asymmetry in the electron-electron scattering, where
the cross section for the scattering process depends on the target polarization and the
analyzing power of Mgller scattering. The target foil is polarized along its plane and
oriented at an angle of +20° with respect to the plane parallel to the beam direction.
Different options of the target angle can result in different Mgller measurements of both
longitudinal and transverse beam polarizations. The final Mgller beam polarization
measurement is obtained by taking the average of several Mgller measurements based on
different target foils in order to cancel the transverse polarization contributions and the
helicity-correlated beam asymmetries. The Mgller measurement is inherently invasive, for
it acquires very low beam currents. Generally speaking, Mgller polarmeter was performed
once in a few weeks, while the nominal parity-data taking with the production mode was
reuired to stop for a couple of hours. The final systematic uncertainty achieved by Mgller
polarimeter is 1.12% and is primarily dominated by the magnetized target foil polarization

measurement.
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PREx required the systematic uncertainty of each beam polarimeter be around 1%.
Consequently, the focus to upgrade the Mgller polarimeter for PREx is mainly on the
suppression of the uncertainty caused by the target polarization measurement. First of all,
the high-field magnet provided a magnetic field up to 3 T. At such the high magnetic field,
almost most of the electrons in the ferromagnetic target foil were polarized, so the target
was saturated. Hence, the target polarization can be measured precisely with the precision

of 0.25%.

Secondly, the taget foil’s thickness was reduced from (7-30) pm to (1-10) pm at the
beam current up to 50 pA without being melt. Thirdly, Flash ADCs was also introduced
and applied to Mgller beam polarization measurements in order to deal with high

scattering rates during PREx.

3.4.2 Compton Polarimeter

Since the Compton cross-section is small enough, the Compton scattered electrons
interacting with photons in the middle of the magnetic chicane are able to be distinguished
from the primary electron beam, delivered to the experimental target without being
influenced ﬂ Therefore, the Compton polarization measurement , unlike the Mgller
polarimeter, can be conducted simultaneously with the parity data-taking. A Fabry-Pérot

cavity is added in order to increase the photon density at the interaction point.

In PREX, the photon energy of the laser light is 2.33 eV with the corresponding
wavelength which is 532 nm. At this photon energy, the Compton scattered electrons can
be parted from the primary electron beam with a maximum separation distance up to 8.3
mm which is twice larger than that based on the normal laser setting [] The

photon-electron beam crossing angle is 23.5 mrad. More importantly, the Compton

3The maximum separation of the Compton scattered electrons from the primary electron beam was 4.1mm
at the standard Hall-A Compton Polarimeter.
4The conventional laser wavelength is 1064nm, corresponding to the photon energy of 1.16eV.
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Figure 3.5: PREx Compton used a 532nm (2.33eV) laser, and Fabry-Pérot cavity contained
a circulating power of ~ 3.5kW.

asymmetry measured from the Compton scattered electrons with a lower incident
electron beam energy of 1.063 GeV from the higher photon energy of the laser light,
achieved 1.7% or so, whereas it’s only 0.88% at the normal laser light setting. The
integration of back-scattered photons was performed by the custom Flash ADCs (FADC).
The overall absolute systematic uncertainty achieved by the Compton polarimeter is 1.0%.
The Compton beam polarization measurement is determined by averaging the overall
Compton asymmetries conducted with two separate circular polarization states of the
laser light, so that the helicity-correlated beam asymmetry effect can be highly suppressed.
We will discuss the Compton photon analysis using FADC in great details in the next

chapter.

Ny — N

Aexp = 737 (3.1)

where N, (N_) is for the Compton integration rate of the Compton scattered electrons

with the right and left helicity states.
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Figure 3.6: A schematic of Hall-A beam monitors and beam modulation coils located along
the beamline.

Aexp
PyAy

Py = (3.2)

where P, is the photon polarization (97 — 99)%, and Ay, is the Compton analyzing power
(0.018).

3.5 Beam Monitors and Beam Modulation System

The beam monitors located throughout the accelerator and Hall-A beamline are very
sensitive to the helicity-correlated fluctuation of beam properties which made a significant
impact on the raw asymmetry measured in each detector. At the kinematics of PREx, the
beam modulation (BM) system was upgraded to modulate two coils simultaneously, so that
a set of BM parameters, beam positions (x and y), angles (6x and fy) and energy (AE),
can achieve the sufficient orthogonality. Without the sufficient orthogonality, the false
asymmetry, arising from the helicity-correlated beam asymmetry, can not be expressed in

terms of the beam parameters.
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3.5.1 Beam Modulation System

The beam modulation system was designed to modulate a set of BM parameters as
described above. Seven air-core coils upstream of the dispersive arc as shown in Figure
were used for both position and angle modulation. The dispersive arc is at the entrance of
the hall, where the beam was bent. The energy modulation was performed by the vernier
along the accelerator’s south linac. Seven air-core coils and the vernier were manipulated
by VME-4145 (digital-to-analogue (DAC) converter) controlled by parity DAQ. The
sinusoidal waveforms were generated by VME-4145 DAC and used to modulate the beam
through seven air-core coils and the energy vernier. The frequency of the sine wave form is

15 Hz. The phase of the sinusoidal waveform represents each integrating period recorded

by parity DAQ.

Table 3.1: Important BM (aka: dithering) parameters in the PREx beam modulation system

BM (aka: dithering) parameters value
frequency 15 Hz
Nperiod/per coil 50/240 Hz ; 25/120 Hz
Nphage/Per period 29 =16 in 240 Hz; 12 = 8 in 120 Hz

Each modulation for either position and angle coils or the energy vernier took 4.23
seconds, and a whole period of one complete BM cycle, consisting of seven coils and one
energy vernier modulated in sequence, lasted 85.68 seconds. The interval between two BM
cycles is 9 minutes and 36 seconds. The position/angle air-core coils were modulated to
make the beam excursive from the beam axis with a separation of (0.3-0.5) pum, and the

energy vernier was modulated to disturbe the beam with a deviation of 0.75 mm.
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Table 3.2: The mapping of EPICS variables associated with the steering air-core coils and
the energy vernier in PREx BM hardware.

EPICS name coil notation
MHF1C08H coil-1 (bmwcoill)
for the direction of position/angle horizontal to scattering plane
MHF1C08V coil-2 (bmwcoil2)
for the direction of position/angle vertical to scattering plane
MHF1C10H coil-3 (bmwcoil3)
for the direction of position/angle horizontal to scattering plane
MHF1C10V coil-4 (bmwcoil4)
for the direction of position/angle vertical to scattering plane
MHF1C01H coil-5 (bmwcoilb)
for the direction of position/angle horizontal to scattering plane
MHF1C02H coil-6 (bmwcoil6)
for the direction of position/angle horizontal to scattering plane
MHF1C03V coil-7 (bmwcoil7)
for the direction of position/angle vertical to scattering plane
SL20 coil-8 (bmwcoil8)
energy vernier

Table 3.3: BM symbols in the datastream for dithering analysis.

BM symbol physics meaning
bmw_dither_frequency = 15Hz

bmwcoill bmwobj == 1

bmwcoil2 bmwobj ==

bmwcoil3 bmwobj == 3

bmwcoil4 bmwobj ==

bmwcoil bmwobj ==

bmwcoil6 bmwobj == 6

bmwcoil 7 bmwobj ==

bmwcoil8 bmwobj ==

bmwcyc supercycle notation

bmwfreq = 15Hz

bmwobj the running coil in sequence
bmwperiod the number of periods running per coil
bmwphase the number of phases running per period
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3.5.2 Beam Position Monitors

For PREx, two of the most important BPMs located closest to the target were used to
measure helicity-correlated position and angle differences of the beam. They are BPM4a
and BPM4b, located 7.5 m and 2.2 m upstream of the target, respectively, in the free field
region. Another important BPM, called BPM12, is located in the highest dispersive point
along the arc in order to measure the energy difference. While the beam was bent along
the arc, the position difference, Az, parallel to the horizontal plane was measured, and the

energy difference (AF) was in turn obtained.

PREx parity DAQ read out a great deal of information from numerous BPMs located
inside the hall, the arc and the injector, and then fed it into the datastream. As mentioned
above, BPM4a, BPM4b and BPM12 are three most important BPMs for PREx, and their
information were recorded in the datastream for the further diagnostics during the online

and offline data analysis.

BPMs are wire stripline monitors consisting of four antennas: X, X, Y and Y,
placed symmetrically at £45° with respect to the horizontal /vertical plane around the
beam pipe. The signal from each antenna is proportional to the beam intensity multiplied
by the distance between the antenna and the beam. All four signals from each BPM were
read out and integrated in parity DAQ. The measurement of a pair of beam positions is

determined below:

X+ — X~ DA Ve
= T T 1876 Y = x 18. .
x Ty X18T6 ¥ =3 X186, (3.3)

where 18.76 is the distance from the center of the stripline axis to the base of the antennas

in the unit of mm.

Both x and y beam positions were then determined by performing a rotation

57



Chapter 3.5. Beam Monitors and Beam Modulation System

transformation on the coordinate system as shown in Equation [3.3] However, the
placements of antennas inside those BPMs which are located in the 100 keV region of the
injector are along the horizontal and vertical axes, respectively. Hence, no rotation

transformation on x” and y’ is needed.

X sin45°  cos45° x

y cos45°  —sin45° y '
3.5.3 Beam Current Monitors

Two current monitors, abbreviated BCM1 and BCM2, respectvely, are located 25 m
upstream of the target. They are composed of radio-frequency (RF) resonant cavities with
the high impedance, Q ~ 3000. These two RF cavities are cylindrical waveguides with the
resonant frequency tuned to be the same as the frequency of the beam, 1497 Hz, so that the
output voltage signal from RF waveguides is just proportional to the beam intensity. More
importantly, the high precision measurement of the beam current is non-invasive without
any need to interfer the production of data-taking. Due to the low noise and high resolution
ADCs in these two beam current monitors, a precision of 3.8 ppm at 100 ©A beam current

over an integration length of 33.0 micro-seconds (2.06 x 10') was achieved.

The third BCM, called the Unser monitor (BCM3), is situated downstream of the
target, and is used to provide an absolute reference for the beam current and to calibrate
the cavity signals as well. However, since the output voltage signal drifted a lot every
couple of minutes, it was not appropriate to regard as the primary beam current monitor.
Like those BPMs outside of the hall along the beamline, other BCMs located in the region
of the accelerator near the injector are primarily used for the source study of the electron

beam.
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Figure 3.7: PREx low-current cavity monitors provide very accurate and reliable beam
position and current measurements. Due to the extremely high scattering rate, 20 MHz/uA,
during PREx, the conventional Hall-A detector package and parity DAQ cannot perform
appropriately at the low beam current below 1pA without the adoption of the low-current
cavity monitors. In addition, the stripline BPMs and those BCMs as mentioned above were
also not reliable to provide the correct beam position and current measurements at the beam

current below 1pA.

3.5.4 Low-Current Cavity Monitors

Three cavity triplets for high precision (1pm) and high bandwidth (100 kHz) position
measurements were established at Hall-A. Each triplet of cavities contains two orthogonal
TM110-mode cavities for both x and y measurements and one TM010-mode cavity to

determine the beam current.

One cavity, called CAV2, is located ~1m downstream of BPM4A, and the other, CAV3,
is located ~1m upstream of BPM4B. Both of them are drawn as shown in Fig. |3.7, PREx
used low-current cavities for the four-momentum transfer squared (Q?) measurements. In
the past parity experiments running earlier than PREx, the standard Hall-A DAQ and
detector packages were essential to determine Q?. However, they became unreliable at the
extremely high rate (20 MHz/pA) with a beam current of > 1pA scattering from the 20°Pb

target, because:

e the standard Hall-A DAQ had the typical deadtime of 20% at 2 KHz trigger rate,

and the Vertical Drift Chambers (VDCs) of the standard Hall-A detector package
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was only working properly for the rate below 200 KHz;

e the stripline BPMs lost their reliability at the beam current of 1A, and BCMs also

cannot respond appropriately due to its non-linearity at the beam current of 5uA.

The low-current cavities were introduced, because they can provide the precise

measurements of beam position and current with the beam current from 10 nA to

100uA.

3.6 DAQ

The DAQ typically consisted of Versa Module European (VME) crates. Each VME
crate contained the digitization devices, including ADCs, time-to-digital converters (TDCs)
and scalers, a single board computer, an ethernet network card and ethernet connection. A
trigger supervisor (TS) supplied a single trigger to all of the crates, and synchronized the

operation of these crates.

3.6.1 Integrating (Parity) DAQ

Parity DAQ is mainly used to accumulate the asymmetry data during the production
mode of data-taking. It was triggered by the MPS pulse, and the MPS pulse was produced
by HG. As a result, the accumulation rate is totally uncorrelated with the scattering rate.
More importantly, parity DAQ didn’t suffer from the deadtime too much at the extremely

high scattering rate for PREx.

PREx parity DAQ comprises four VME crates: counting house (CH), left HRS (LHRS),
right HRS (RHRS) and injector, named after their geographic locations. These crates were
situated in different places throughout the accelerator along the beamline and inside of the

hall, so that the noise and signal attenuations due to the long cable length would be
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minimized.

PREx parity DAQ used the 18-bit [ custom ADCs, so the output signals were up to
218 = 2,62 x 10° ADC channels. The 18-bit ADCs were designed to accommodate faster
data acquisition rate and meanwhile to suppress the susceptibility to pedestal drifts and
the non-linearity. All of the BPMs and detector packages were read out through ADCs
during PREx.

On the other hand, PREx parity DAQ used the scaler to read out the information of the
BM system. The frequency of any BM system is directly connected to the scaler. Through
a voltage-to-frequency (V2F), the voltage signal was converted into the frequency one, and
read out in the scaler. The timing board (HTB) in CH VME crates executed the timing

scheme of parity DAQ.

3.6.2 Counting DAQ

Likewise, the counting DAQ consists of VME crates containing VME digitization
devices, like ADCs, TDCs and scalers. However, the timing board was not applied to
triggers in order to collect SO scintillator coincidence signals, focal plane detector signals
and a 1024 Hz pulser. In addition, a deadtime of 20% was measured at a trigger rate of 2
KHz. Hence, the counting DAQ was reliable exclusively for the sophisticated, low-current
Q? measurement, for the deadtime is unavoidable at the higher current running production

mode, where the scattering rate is also much higher.

5The number refers to the size of the ADC bit register.
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Figure 3.8: PREx production-mode targets.

3.7 Target and Raster

Three lead-diamond targets were supplied for PREx to acquire the asymmetry data.
Multiple 29°Pb targets were built against the thermal failure of some of these targets. All of
these targets were mounted on a copper frame. Besides the lead-diamond targets, a
Beryllium Oxide (BeO), Tantalum (Ta), thick *Ca (2 mm thick), thin *Ca (0.15 mm
thick), super-thin 2Ca (0.075 mm thick) and a "holey” carbon target were also contained

on the copper frame as drawn in Fig. |3.8|

The fluctuations of the target’s density were not a serious problem for a long period of

data-taking, because the noises caused by the instability of the target’s density can be
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cancelled out due to the rapid flip of the helicity reversal. However, the boiling of the
target resulted in the non-statistical broadening of the asymmetry width. During PREXx,
the non-uniformaity of the target’s density as a result of the target’s being melt caused the

luminosity fluctuation. Hence, the asymmetry width increased by 40%.

The standard Hall-A rasterng system consists of two dipole magnets located 23 m
upstream of the target. One is to move the beam vertically; the other is to drift the beam’s
movement horizontally. Two dipole magnets were driven by a 25 kHz triangular waveform
at a phase difference of 120 Hz, so that the beam was uniformly distributed over a
rectangular area on the target in order to prevent the target from being melt due to the
locally substaintial heat with the high beam current. The size of the rectangular was

adjusted by different inputs of modulation amplitudes of two dipole magnets.

However, the waveform’s frequencies of the standard Hall-A rastering system were not
able to be synched to the helicity signals triggered by the integrated parity DAQ. Hence,
the standard Hall-A rastering system was reformed and customized in order to be operated
in a different configuration for PREx. In PREx, Agilent frequency generators rather than
the standard Hall-A rastering system were supplied to generate triangular raster waveform
frequencies. We took the advantage of Agilent frequency generators for their arbitrarily
different options of phase differences such as 120 Hz, 240 Hz, 480 Hz and 960 Hz over the
run. In general, 240 Hz phase difference provided the effective suppression of the noise
resulted from the target’s non-uniformity. As the target was degraded gradually, the phase
difference was increased to 480 Hz or 960 Hz in order to supply more suppression of the

noise. The size of the raster was 4 x 4 mm? in 2010 PREx.
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Figure 3.9: HRS separated the elastically scattering electrons from inelastic events and mean-
while forced the elastic electron signals to be focused onto the focal plane of the detectors.

3.8 HRS

HRS of each arm contains the Hall-A standard detector package used to measure the
HRS optics, Q?, scattering angles and backgrounds at the low beam current via the
counting mode DAQ. The Hall-A standard detector package includes Vertical Drift
Chambers (VDCs) and SO scintillators. Each HRS has two VDCs, and each of the VDCs is
used to detect the location of the incident electrons. The trajectories of electrons passing
through these two VDCs onto the detectors are reconstructed altogether. On the other
hand, through SO scintillators, the elastically scattering electrons regarded as coincidence
signals are able to be selected and distinguished from backgrounds. An insertabe sieve slit
is located in a transfer box connecting the scattering chamber to the septum magnet and is

rotated into places for the further optics studies.
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Figure 3.10: The angle of incident electrons on these detectors is at 45° to ensure the
optimized collection of the quartz scintillator’s C'herenkov radiation in the PMTs. The
bottom detector had a 3.5 x 14.0 x 0.5 cm?® quartz, and the top detector had a 3.5x 14.0 x 1.0

cm?® quartz.

3.9 Detectors

Each detector comprises 3.5 x 14.0 cm? quartz scintillators used to produce the

Cherenkov radiation induced by the incident electrons onto the 2-inch quartz window of

R7723 PMTs. The Cherenkov radiation was accumulated in the PMTs. The quartz

scintillator’s dimensions guarantee that only elastically scattering electron signals were

propagating through the quartz detectors.
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Beam Polarization Measurement

Due to the stringent condition acquired by PREx, the data acquisition system of the
Compon polarimeter was upgraded to be the integration mode in order to eliminate those
systematic uncertainties inherited from the conventional counting mode DAQ. The
longitudinal polarization of the electron beam is extracted from the Compton photon
scattering asymmetry, the analyzing power and the laser’s photon polarization. The
analyzing power, i.e. the theoretical Compton scattering asymmetry, is a function of the
scattered photon energy. Hence, the Compton photon scattering asymmetry is determined
by the integration of the back-scattered photon energies deposited in the PMTs of the
photon detector. This method is called the energy polarization weighted

measurement.

4.1 Formalism

The Compton Polarimeter takes advantage of the electron beam’s polarization relative
to the polarization of the photons. In the Compton scattering cross-sections, the

theoretical Compton photon asymmetry is defined as:

-
Ath — % (4.1)

— )
o=+ 03

where the direction of both photon and electron polarizations is with respect to the

electron beam axis, z axis.
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Figure 4.1: Schematic of electron and photon polarization.

Ay, can be determined by experimentally measuring the Compton photon scattering

asymmetry as below:

Nj—N;
Nj+N;

Aexp (4.2)

where Nj and N~ are the integrated photon energies deposited in the PMTs of the photon
detector for positive and negative helicity electrons, respectively. However, since the
electron beam is not 100% perfectly polarized, Aexp is not quantitively the same as Ay,.

As a result, the relation between .Aexp and Ay, can be expressed below:

-Aexp = Pe,PWAth- (43)

This is how the electron beam polarization, P,, is extracted using the Compton
polarimeter. Here, Ay, is calculated and derived by combining the calculated

spin-dependent Compton cross-section with the experimental response function [44] using

GEANT4 simulation [45].

Presumably the incident electrons and photons are head-to-heand colliding to each

other, the scattered photon energies can be expressed as below:

4k E?
K = 4.4
4kE + m? + 9§E2’ (4.4)
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where k and &’ are the initial and scattered photon energies, respectively, and E is the
incident electron energy. 6. is the photon’s scattering angle. As ., = 0, £’ is the maximum.
On the other hand, while 6, = 7, k' is the minimum.

K=

dakZs, 0,=0 ;
(4.5)

k, 0,=m
Here, a in Equation is H% The scattered electron energies for 6, = 0 and 0, = 7
‘mZ
are:

E =

E+k—4akZ, 0,=0 ;
(4.6)

E, 0,=m

In order to separate scattered electrons, scattered photons and incident electrons for the
further clear detection, the magnetic chicane was applied to deflecting the scattered and
incident electrons. Hence, there is more room left for the laser configuration and the

photon detector.

Next, we can derive the theoretical Compton photon asymmetry from integrating the

differential unpolarized Compton scattering cross-section [46]:

— ) (4.7)

kl
k/

max

where 7y = a.hc/mc? = 2.817 x 107 Bem, and p = . The total scattering cross-section

is:

, —1—14a + 16a* — 2a® + a* + 2In(a) — 12In(a)a — 6Iln(a)a?

(4.8)

68



Chapter 4.2. Experimental Measurement of Electron Polarization via Compton Polarimeter

Hence, the theoretical longitudinal differential asymmetry is given as:

— — 2
—oL  2mrga 1

(1 - p(l + a))[l - (1 _ p(l _ CL))2

A = :—i —
o2 +o05  do/dp

! (4.9)

While 6, = 0, the scattered photon energies have the maximum value, and the scattered

electron energies, F’, are minimized. Hence, p = 1, and Ay, achieves to be maximized.

(1—-a)(1+a)
14 a? '

max

o (4.10)

According to Equation [1.9] we know Ay, =0, as pg = 1/(1 + a).

4.2 Experimental Measurement of Electron Polariza-

tion via Compton Polarimeter

During 2010 PREX, the electron beam’s polarization was reversed at a rate of 120 Hz or
240 Hz. In this section, we introduce three different methods used to extract the electron

beam’s polarization from the Compton photon scattering asymmetry.

4.2.1 Differential Polarization Measurement

The electron’s polarization is determined by the weighted mean of the polarization
distribution. Each polarization point in this distribution corresponds to one experimental
Compton scattering photon asymmetry within a specific energy region of the scattered

photons and electrons.

b = Ny - Ny, = PP, < Ay, >~ P.P, AL, (4.11)
XP N;__'_N’Y_ Y Y ho
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© T PA
2i Jp

Pe — 16
2i dpiz

4.2.2 Integrated Polarization Measurement

This method is similar to the above. The difference, however, is to integrate all of the
asymmetry measurements over a finite range of the scattered photon and electron energies ]
instead of calculating the electron’s polarization for each asymmetry measurement,

corresponding to different energies of the scattered photon and electron.

[ 00(0) 82 (9) Aui(0)

Aexp = 'Pe/P,y = ,PGIPW < Ath >, (4.12)
Jomin dpe(p ) > (p)
_ Aexp
Pe = P, < Ay, >’

where < A, > is obtained by normalizing to the total cross-section.

4.2.3 Energy Weighted Polarization Measurement

This method is almost the same as the method above. For a limit region of scattered

photon energies deposited in the PMTs, we have:

Aexp _ Pep’yfpmzndp€< )E( )((1( )Ath( ) < EAth >

=P Py—F 4.13
Somin dpe(p) E )d ” () < E> (4.13)

!The energy threshold should be known.
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Figure 4.2: This graph shows you Ay, is related to the scattered photon energy (unit: MeV).
Ayp, is negative at low scattered photon energies, and positive at higher photon energy region.
Ay, crosses zero at the scattered photon energy around 20MeV. The maximum A, near the

Compton edge is close to 0.037.

Hence,

E.Aexp
, = AP 4.14
P P, < EAy > (4.14)

4.3 Photon Detector and Flash ADCs for Compton

Photon Analysis

The photon detector is composed of one photon calorimeter, a cylindrical Ce-doped
Gd,SiO5 crystal, and a single photomultiplier tube (PMT). The characteristic of GSO is
that it can produce fast and bright signals, when the back-scattered photons were detected.
The generated optical photons from GSO are around 450 per MeV with a stable signal

width of ~ 85 ns full width at half maximum.

The upgraded data scquisition system is based on a customized Flash ADCs (FADC)
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Figure 4.3: Front (left) and side (right) view of the GSO detector housing including the
tungsten converters and scintillators used to determine the position of the photon beam.
with the accumulator mode. The FADC sums the sampled data into six 36-bit
accumulators between an external Tt and Tstop timing signal in one helicity window.
At the same time, FADC also stores all of the samples for each helicity window in the
accumulation mode. On the other hand, for the sake of saving more disk space, only part
of the fully sampled triggered pulses stored in the data is also stored for the further

analysis by a handful of selected triggers during the trigger-mode running.

In addition, information used to diagnose the read-out data from the beam current and
position monitors and the Compton cavity power are all sent out in the form of scalers for
each helicity window. As a result, the selection criteria on a basis of window-to-window can

be easily set and meanwhile directly applied to data during the analysis.

The timing signal is generated by the timing board and triggered by the accelerator
helicity timing signals (MPS signals). The timing structure for the DAQ is shown in
Fig. @ The output of Tyt 4t follows after one MPS signal at least 15 us later. The T, stop
signal is sent after the Tt ,4pt. An interval of time between Tgt,t and Tgtop signals is set
to be less than the length of the accelerator’s helicity window. The read-out of data starts
after Tstop' During the period between Tstop and the next incoming Tt 4pt, both scalers
and sampled data are read-out and stored by FADC with the accumulator mode. In

parallel with the accumulator mode, part of the sampled data can be saved in the trigger
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Figure 4.4: The timing structure for helicity windows.

mode of DAQ during the next helicity window followed after the completion of the

read-out data, for the buffers are separate between two adjacent helicity windows.

4.3.1 Accumulator Mode

For the integration mode, there are six types of accumulators as listed below:
e All (Acc0): means to sum up all of the samples;

e Near (Accl): integrates all pedestal samples, i.e. low-energy photons due to the

synchrontron radiation, far behind the signal threshold;

e Window (Acc2): integrates all samples between the pedestal and signal threshold

values;

e Far (Acc3): only sums up those samples, i.e. high-energy photons near the Compton

edge from the bremsstrahlung radiation, far above the signal threshold;

e Stretched Window (Accd=Accl+Acc2-Acc3): only integrates those samples passing
the signal threshold but exclude pedestals and those sample far above the signal

threshold;
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Figure 4.5: The six accumulator modes are explicitly drawn.

e Stretched Far (Acchb=Accd+Acc3): is same as above but include those samples far

beyond the signal threshold.

A variety of accumulator types can provide us more information to understand different
background sources, so that a much cleaner analysis result can be achieved. PREx
Compton photon analysis as described in the following section was accomplished with data

collected by the integration mode FADC.

4.3.2 Trigger Mode

In order to study the background and pile-up effect, a sampled triggered mode is
necessarily implemented to collect each individual pulse. For the triggered mode, the
selected pulse’s shape is continuously sampled by the FADC. The number of read-out
samples must be limited during the short interval between g, and the next Tggayt, s0
that the read-out data won’t be overwritten until the DAQ is finished storing them. In
addition, the upper limit placed on the number of stored samples can help save more disk

space.

Moreover, the GSO photon trigger is prescaled. A prescaled samples of the pulses firing
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the discriminator are sent to the latching scaler. The latching scaler counts and stores the
clock ticks for the subsequent readout. During the read-out, a flexible (programmed by
hand) sampling period, say, 500ns, is input from the FADC memory for each latched
trigger time. Hence, the samples making up one pulse corresponding to one single trigger
can then be summed numerically, and then only this sum is saved and written into the

datastream.

4.4 Compton Photon Analysis

In this section, we will describe several ways used to calculate the Compton photon
scattering asymmetry in details. In addition, a comparison of different methods is
mandatory, because the discrepancy in the measured asymmetry can reflect a list of issues

as followed:

e the electronic noises;

the neutron background from the target;

the bremsstrahlung radiation resulting in the big palse as a kind of fast background;

the beam instability due to the temperature-related slow drifting;

the laser instability.

As a result, in order to estimate the asymmetry and the associated statistical uncertainty
appropriately, the laser-wise method prevails others. Before the asymmetry calculation,

some basic data-quality selection criteria are listed below:
e The beam modulation system is off;

e No beam burp is found;
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Figure 4.6: The quality of Compton data for one standard run. (Top left) beam current
monitor vs. time; (top middle) the high voltage monitor vs. time; (top right) the photon
laser’s cavity power vs. time; (bottom left) the photon laser’s cavity polarization vs. time;
(bottom middle) the trigger rate vs. time; (bottom right) MPS signal check. The data
quality information is sent out in the form of scalers for each helicity window. As a result,
the selection criteria on a basis of window-to-window, say, each MPS signal interval, can be
easily applied to data-analysis.

e No beam trip is seen during the run;
e No HV trip occures during the run;

e No rate fluctuation happens.

4.4.1 Formalism of Compton Scattering Asymmetry Calculation

In each laser cycle as shown in Fig. there are a bunch of MPS pulsars. For each
pair of MPS pulsars triggered by the opposite helicity electrons, the corrected asymmetry

18:

diffoy,
Sumon - bkgoﬁ’
for each pair(30Hz)/quartet(120Hz) /octet(240Hz) helicity pattern.

Aoy = (4.15)
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where diffy,, is the difference in the integration of photon signals between two helicity
states, sumy, is the total integration of signals with the subtraction of pedestal values,
and bkgg is the integration of background signals. The sub-scriptions of ”On” and ”Off”

represent the cavity-locked and unlocked periods, respectively.

We have found the slight difference between < A, > and — S This discrepancy

Acor

arises from the fluctuation of background. That is, the background is unstable with time.

We assume that the noise level of background is AB (Bmeas.-Btrye)- Then, we can express

A.or in terms of AB as below:

T AB
Acor = Araw/=———5— X (1 — 5
T— Btrue T— Btrue

for each pair(30Hz)/quartet(120Hz) /octet(240Hz) helicity pattern.

) (4.16)

For a bunch of pairs of Compton photon asymmetry measurements, the average of

asymmetry can be taken in two ways. One is:

T AB

<Acor> = <Araw——"— > X< (1 — )_1 >, (417)
T— Btrue T— Btrue
and the other is:
1 1 1
< —> < ! > < ! > (4.18)
Acor Araw (1B
T_Btrue T_Btrue

If AB is stable with time, < AB > will be the same as ———. Therefore, by comparing

AB

< Acor > with > L <, we can immediately realize how large the difference between

Acor

< AB > and i In other words, we also can judge whether or not the background
AB

fluctuation is significant based on the observation on this comparison. Next, three methods
used to calculate the average of Compton photon asymmetry measurements will be

introduced. The estimations of background size for separate methods are also different. We
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Figure 4.7: A schematic of Compton data-taking during a series of cavity-locked and -
unlocked periods.
will discuss all of them and decide which method can yield the most accurate asymmetry

average at a high precision level.

4.4.1.1 Lase-wise Methode

In the laser-wise method, one Compton photon scattering asymmetry in each laser cycle
is obtained from averaging asymmetries over a selected number of good measurements
during one cavity-locked period. The mean of local background from the cavity-unlocked
period is determined based on three ways as listed in Equation [£.19

before n after n
Noff X BBy + Noff— X BAgg

<Ble> = (4.19)
off before after ’
Noff + Noff

before n
< Blﬂ-’ > = Nott x BB,
O )

before
Noft
after n
cB2.> — Noff % BAog
off natter ’
oft
where Ngi?ffore is the total number of samples taken from the cavity-unlocked (laser-off)

period just right before the incoming cavity-locked (laser-on) period, Ng%er is the total

number of samples taken from the cavity-unlocked (laser-off) period following after the
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Figure 4.8: The mean of asymmetry measurement is determined in each laser cycle after the
subtraction of local background as calculated in Equation was made. The polarization
state of the photon laser in each cycle is either right- (red) or left-hand (blue).
adjacent cavity-locked (laser-on) period, and BBSH (BAgﬁ') is the size of each background
sample during the laser-off period just right before (after) the laser turning on. Each laser
cycle contains two laser-unlocked periods which are adjacent to one laser-locked period at
the same time. Generally speaking, bkgg as shown in Equation is determined by
< B?(’)ff >. Hence, the laser-wise asymmetry can be explicitly expressed in terms of
< B?)ff >, diffy,, and bkgyg as below:

| diffy,,
sumy  — < Bi’)ﬁ >

(4.20)

< Apair “laser cycle™< Z ~laser cycle

7

i: for each pair(30Hz)/quartet(120Hz)/octet(240Hz) helicity pattern,

We have conducted an interesting study to investigate the pattern of the local background
fluctuation. There are couples of useful ways to investigate what caused the background

unstable:

(a) we compare the fractional error of < Béﬁ > (i.e. égg) within different laser-off

periods;
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(b) we compare the fractional error of < B(Q)ﬁ > (i.e. dg ) within different laser-off

periods;

¢) we subtract the total amount o rom that o or each pair of laser-o
btract the total t of B g from that of B f h pair of 1 ff
periods, both of which are adjacent to ”the same” laser-on period. then, we compare
a handful of discrepancies in size between backgrounds in ”before” and ”after” within

different laser-off periods;
(d) the first step is the same as (¢);

(1) we take the average of discrepancies over all of pairs of laser cycles for each

Compton run;

(2) the fractional error of the discrepancy in magnitude between Béﬁ and Béff for

each Compton run is obtained;
(3) we compare (d)-(2) to (a), (b) and (c), respectively.
(e) the first step is the same as (c);

(1) we take the average of discrepancies over all of pairs of laser cycles for each

Compton run;

(2) we divide the absolute error of this average discrepancy by the local mean signal
taken from the laser-on period in each laser cycle; the run-average background

difference relative to the local signal size in each laser cycle is thus obtained;

(3) we average the relative ratios, run-avergae background over local mean signal,

over all of the laser cycles in each Compton run.

Our investigations into different types of background behaviors corresponding to different

time scales will be discussed in the next section.
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Figure 4.9: Background-subtracted Compton asymmetry ” Gaussian” histograms comprising
pairs of asymmetry measurements from all of the helicity windows in one single two hour long
Compton run. The y-axis represents the total number of helicity pairs. The red (blue/dark)
histogram represents the pair-wise asymmetry measurement for the photon polarization of
laser-right (left/off).

4.4.1.2 Pair-wise Methode

The explicit form of the pair-wise asymmetry is:

>run (421)

diff(,
< Ao >run=< , 0
pair ~Tuil ; sum(y — < 3, sumy g >run

i: for each pair(30Hz)/quartet(120Hz)/octet(240Hz) helicity pattern,

The mean asymmetry for either laser-right or -left in Equation is obtained based on
the information of asymmetry histograms, such as weighted mean and RMS, as shown in
Fig. after the run-average background value taken from the laser-off period was
subtracted from the total amount of accumulator signals integrated in the laser-on

period.

We indeed find the discrepancy in the asymmetry magnitude between the laser- and

pair-wise methods. We will show you the reasons and describe how to fix this difference in
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Figure 4.10: The local mean asymmetry (after the background subtraction) in each laser
cycle is measured for either laser-right (red) or -left (blue) photon polarization state. This
graph shows several local mean asymmetry measurements for a bunch of Compton runs with
the same THWP and Wein states. All of these Compton runs belong to ONE slug, where
both IHWP and Wein states remain unchangeable until either IHWP or both IHWP and
Wein flip their signs.
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Figure 4.11: Histogram of the non-background subtracted numerator of the Compton asym-
metry as shown in Equation [4.15]

order to make both results derived from two methods comparable to each other in the next

section.

4.4.1.3 Run-wise Methode

The run-average asymmetry is obtained as below:

< Zz dlﬂmon >run
< Zz sumbn >run — < ZZ sumioff >run
i: for each pair(30Hz)/quartet(120Hz)/octet(240Hz) helicity pattern,

Arun = (4.22)

, where the numerator and denominator terms as shown in Equation are obtained by
taking the means of histograms as drawn in Fig. and Fig. [4.11], respectively, for both
photon polarization states of laser-right (red) and -left (blue). The estimation of
background size for the run-wise asymmetry calculation is the same as that for the
pair-wise asymmetry calculation. A run-average background is obtained by averaging all of
the background sizes over the entire background samples which were integrated during

laser-off periods in each single run.
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Figure 4.12: Histogram of the non-background subtracted denominator of the Compton
asymmetry as shown in Equation [4.15]

4.4.2 Optimization of Selection Criteria

The cuts applied to the Compton data are as simple as possible. As mentioned earlier,
the selection criteria are primarily pertinent to the data-quality, such as the stability of
beam, cavity power and trigger rate, so they are the same for different asymmetry
calculations. More importantly, in addtion to these data-quality cuts, the additional
selection criteria used to remove the noisier runs are supposed to be unbiased for three
separate asymmetry calculation methods, corresponding to different time scales and data

statistics.

4.4.2.1 Cut Issues

Below include a iist of issues about how we decided the cuts and their criteria. We will

discuss each of them in details.
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4.4.2.1.1 Insufficient Statistics

We got rid of the low-statistics laser cycles, where the calculated laser-wise asymmetry

entries is fewer than 10 for each laser-on period.

4.4.2.1.2 Lack of Laser State

In some of Compton runs, the presence of the photon laser state during the laser-on
periods was found to be only either right-circular polarization or left as a result of the cut
used to remove the low statistics laser cycles. Hence, the non-zero laser-wise asymmetry
calculation is merely valid for one of the laser polarization states due to the lake of data
with the other polarization state. Furthermore, we cannot compare the calculated
laser-wise asymmetry result to those obtained by using the pair- and run-wise methods. In
pair-wise method, we did not need to apply the low-statistics cut to those laser cycles with

a small number of laser-wise asymmetry measurements fewer than 10.

4.4.2.1.3 Bad MPS

Since the PREx helicity frequency is higher than we had for HAPPEX-III and 6 GeV
PVDIS by a factor of 4 and 8, respectively, the cut applied to the length of dead MPS for
the accumulator raw data is supposed to be shorter. Otherwise, an inappropriate dead MPS
length cut cannot remove the unstable data properly, so that the higher instability of the

calculated asymmetry occured and thus led to the wrong asymmetry measurement.

Both Fig. and Fig. indicated that the inappropriate choice of the dead MPS
length cannot effectively get rid of the noisier data. After re-adjusting the dead MPS
length, this situation was improved in some runs but still remained unchangeable in the
rest of problematic runs. For instance, in Fig. [£.14] the first cycle was cut after re-adjusting

the dead MPS length, whereas the second cycle with noisier data still survived without
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Figure 4.13: Integration of accumulator data in laser-on (red-dotted) and -off (black-dotted)
periods vs. MPS helicity window for Compton run 23129.

being removed. On the other hand, another Fig. showed that both the first and eighth
cycles with more instable data than the rest of cycles were successfully disappeared at the

same time due to the appropriate cut applied to them.

In sum, based on Fig. [4.17] we can compare the mean laser-wise asymmetry
measurements obtained before re-adjusting the dead MPS length to those followed by
fixing the dead MPS length. This graph also demonstrated how much the dead MPS
length cut can change the asymmetry result as well as how effective this cut can fix the

problem, and furthermore, improve the asymmetry, accordingly.

4.4.2.1.4 Fluctuations of Signal and Background

The signal fluctuation is defined as:

5 °T_B

Sig'_<T>—<B>,/NTJ3

for each Compton run in all of the laser-on periods.

(4.23)
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Figure 4.14: Asymmetry vs. laser cycle for Compton run 23129. Red (blue): Laser-right
(left) before fixing the MPS length; green (yellow): Laser-right (left) after fixing the MPS

length.
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Figure 4.15: Integration of accumulator data in laser-on (red-dotted) and -off (black-dotted)
periods vs. MPS helicity window for Compton run 22975.
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Figure 4.16: Asymmetry vs. laser cycle for Compton run 22975. Red (blue): Laser-right
(left) before fixing the MPS length; green (yellow): Laser-right (left) after fixing the MPS
length.

s We applied 5sig. < 10% cut to data. Besides, in order to further investigate the stability
of the background offset in each laser cycle, we took the difference in the mean between
both the local laser-off backgrounds which are adjacent to the same laser-on period in
"before” and ”after”, respectively. Here, the cases of the missing ”after” background found
in few of laser cycles for each Compton run occurred rarely and randomly. In principle, it
happened due to applying data-quality cuts, so part of laser cycles, containing unsatisfied
data, was removed. Therefore, except for this exceptional case mentioned above, the

background fluctuation relative to the signal level for each laser cycle can be expressed in

terms of the definition below:

o
R —< BA-BB (4.21)
<T >1ocal - < B >local

for each Compton run in all of the laser-off periods.

Through making different cut values on ¢ we would like to know the variation in the

sig.»

quantity of R. Consequently, the R distribution with respect to d.;, can tell us whether or

sig.
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the average of laser cycle wise asymmetry v.s. PREx Compton runs (22547 - 22975)
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Figure 4.17: Mean laser-wise asymmetry vs. Compton run. Black dot w/ green (purple)
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Figure 4.18: (Top panel) R vs. Compton run. (Bottom panel) R histogram.

not the noise sources cause not only the signal but the background more instable. Table

proves that the noise sources are uncorrelated with the photon laser’s polarization states,

and meanwhile, also blind (neutral) to both the laser-on and -off periods.

Table 4.1: Relation between 5sig. and R.

5Slg R OR
< 10% 0.02487 0.0199
< 15% 0.02723 0.0241
< 20% 0.03854 0.0542
< 25% 0.04645 0.0664
< 30% 0.04777 0.0669
< 35% 0.0518 0.0716

0% (no cut) | 0.1005 0.1513
> 10% 0.2016  0.1887
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4.4.2.1.5 Background Asymmetry

In contrast to the Compton photon scattering asymmetry, the background asymmetry is

defined as:
diff,
Aprg = —Off {51 each helicity pair. (4.25)
sum
Oft
Likewise, through making different cut values on 5Sig.’ the change in Ay, with respect to

different cuts of 6, can tell us whether or not the background contributes to the

sig.
measured Compton photon scattering asymmetry. According to Table [1.2] the background
clearly did not yield any false asymmetry in the Compton signal asymmetry measurement.

The "pull” is defined as:

Table 4.2: Relation between g, and Apgg.

sig.

5sig. Apig x> pulof Ay, pullofo Ay, Dull of x>
< 10% —1.37x 107+ 1.76 x 107° 1.16 0.089 £ 0.107 1.008 +0.113 0.96
< 15% —214 x 107+ 1.57x 107° 1.54 0.219+0.091 1.047 &+ 0.092 0.96
< 20% —225 x107°+1.53 x 107 1.55 0.191+0.095 1.134+0.111 0.82
< 25% —1.87x 107+ 1.51 x 107 1.53 0.121 +£0.092 1.113+0.103 0.94
< 30% —6.61 x 1074+ 148 x 10™® 1.58 0.143+0.097 1.183 + 0.093 0.92
< 35% —597 x 107+ 1.48 x 10™® 1.56 0.162+0.096 1.167 4+ 0.094 1.06
0% (no cut) | —1.65 x 107°+£1.40 x 107° 1.67 0.118 +0.093 1.175 =+ 0.092 1.06
> 10% 6.73 x 107°+2.26 x 107  2.20 0.375+0.180 1.29 £ 0.30 1.28

T, — X

pull of Apxg for each Compton run. (4.26)
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Figure 4.19: (Top panel-left) Ay, vs. Compton run. (Top panel-right) Ay, histogram.
(Bottom panel-left) pull of Au, vs. Compton run. (Bottom panel-right) pull of A, his-
togram.

4.4.3 Background Fluctuation

In order to understand the behavior of background, we study the fluctuation (variation)
of background per laser cycle. That is, we chopped the whole background for each
Compton run into several pieces and then looked at the variance between two adjacent
backgrounds in each laser cycle. Then, we averaged all of the differences over the total
number of laser cycles in each run. According to Fig. [4.20] it shows that the ”after”
background is higher than the "before” one in each pair of "before” and ”after”
backgrounds adjacent to the same laser-on period. Hence, we can depict the background

patter in the way as shown in Fig. [4.22]
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the average of { bkg. 3 - bkg. 2 ) between adjacent backgrounds V.S. PREx Compton runs
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Figure 4.20: This graph represents the average of adjacent background differences over all of
the laser cycles for each Compton run. The unit of the x-axis is each individul Compton run.
(Top pannel) The subtraction of "before” background from ”after”. (Second pannel) Zoom
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Figure 4.21: The pull plots for the background study in Fig. [4.20]
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Figure 4.22: The possible background pattern.
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4.4.4 Comparison of Asymmetry Measurements Derived from Dif-

ferent Methods

There are a list of reasons giving rise to the discrepancy in asymmetry between laser-

and pair-wise methods. We will describe each of them in this section.

4.4.4.1 Lack of Laser State

While the data associated with one of the photon laser’s polarization state were all
removed due to the low statistics, we cannot calculate the Compton photon scattering
asymmetry for this laser polarization using the laser-wise method. As a result, we are not
able to compare the calculated laser-wise asymmetry result to the pair-wise’s. In addition,
if the low-statistics laser cycles are not neglected, the local mean laser-wise asymmetry will
not be comparable to that derived from the pair-wise asymmetry for each laser cycle.
Based on our careful study [49], while taking the local mean asymmetry for each laser cycle
using the pair-wise method in Equation [4.27] we found the discrepancy in
< Apair >laser cycle between the laser-wise and pair-wise methods is significant for each
laser cycle with the low statistics. That’s why the low-statistics laser cycles were needed to
be removed, for both the pair-wise and laser-wise methods yield the inaccurate calculated

asymmetry for the low-statistics data. Fig. indicates the abnormal < ), diffbn >

values in the numerator of Equation for the low-statistics laser cycles.

diff;
A s _ . On 4.27
pair ~ laser cycle ; Sumbn_ <> sum”oﬂc >run ( )

i: for each pair(30Hz)/quartet(120Hz)/octet(240Hz) helicity pattern,

~laser cycle
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Figure 4.23: < }°; diffbn > vs. laser cycle for Compton run 22956. Red dots are those
low-statistics cycles which were cut from data.

4.4.4.2 High and Unstable Background over a run

In some runs, < Y, sumioff >run> was found to be much higher than sumbn. As a
consequence, for the pair-wise method, the background distribution becomes non-gaussian.
Moreover, the corresponding signal distribution such as diff‘on in either laser-right or -left
is also non-gaussian. Therefore, the pair-wise method cannot yield the correct mean

asymmetry and the associated statistical uncertainty as well.

4.5 GEANT4 Simulation for Compton Polarimeter

In order to go closer to the real situation, pile-up events from real data are needed to be
added into the simulated "pure” signals (photons are collected in the photon detector, and
their energies are deposited in the PMTs). Therefore, we need to look at the pulse shape
from the trigger data as shown in Fig. [4.26] The trigger window for Compton signals is
within 30-40. The threshold, around 2384, is very low. Hence, even a small pulse can
trigger a signal, but the pedestal value is 2390.75. It means only the pulse above the
pedestal can be regarded as Compton signals. For each MPS, it includes 45 pulses. Only

pulses which are above the pedestal (pedestal subtraction) are integrated in each MPS
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trigger window. Equivalently, the integration of all of the pulses is just the total amount of

photon energies deposited in the PMT. That’s how we obtain the Compton spectrum as
shown in Fig. and Fig. [4.29,

In addition, the background can be well-studied, based on the laser-off data. The pure
background is above the Compton signal part as well as inside the pile-up events, say, from
46000 to 60000. The factor used to scale the laser-off spectrum inside the Compton signal
region is thus obtained. Based on Equation [£.13] the PMT signals are weighted with the
simulated theory asymmetry. In order to extract the photon polarization, first of all, we
need to average the asymmetries which are weighted with the integration of ADC values
bin-by-bin based on the energy spectrum of real data. Another scale factor is needed to
obtain the truly measured asymmetry according to the fit of the energy sectrum in data to
that generated by MC (GEANT4), while the "raw” asymmetry is extracted from deposited
energies in real data after the pedestal subtraction for both laser-on and laser-off spectra.
Thereafter, we integrate weighted asymmetries over all of the bins, and then divide it by
the integration of ADC values, i.e. the total energy. We are thus able to see the raw
asymmetry versus the total deposited energies in real data as shown in Fig. Then, the
photon polarization is as a result of the division of this asymmetry value to the cavity

polarization.

4.6 Electron Polarization Result for PRExI via Comp-

ton Polarimeter

We have gone through the procedure used to extract the electron beam polarization in
such a great deal of details. Now, we need to do a bit of error analysis. The associated
statistical error with the measured Compton scattering photon asymmetry is assigned by

dividing the RMS width of each sum, difference, and background distribution for either the
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Figure 4.26: A typical waveform from the GSO calorimeter for incident photons from the
Compton scattering. The x-axis is time (ns). The y-axis is summed FADC channels. The
standard trigger mode reads Compton photon signals from the first three helicity windows,
and then only reads out the random samples in the forth helicity window. This way can help
save more disk space.
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Figure 4.27: A waveform with higher deposited photon energies in the calorimeter. The
sample can be used to study the background as well as the pile-up effect.
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Figure 4.28: Logarithmic Compton photon energy spectrum integrated from the GSO photon
detector during a typical run. The red curve shows the background spectrum during the laser-
off periods. The blue curve gives the background-subtracted spectrum during the laser-on
periods. The region indicated by arrows contains the background-only spectrum, and is used
to normalize the rest of regions, where both signal and background spectra are overlapped
to each other.
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Figure 4.29: MC fit to the measured Compton photon energy spectrum, where the data were
taken from FADC with the trigger mode.
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Figure 4.30: The measured Compton asymmetry vs. ADC response channels, where the
energies of scattered photons were deposited in the GSO.

entire run or one complete lacer cycle by the square root of the number of data points, and
it is labeled oy, op and op, respectively. Hence, the statistical uncertainty for each

Compton photon scattering asymmetry can be determined as below:

o2 N (diffy,)*(os + 205)
(sumpy, —bkgog)?  (sumg, — bkgog)?’
for each pair(30Hz)/quartet(120Hz)/octet(240Hz) helicity pattern.

(4.28)

O-ACO’I‘ =

where diff(y,), sum,, and bkgeg are regarded as independent variables.

According to Fig. [4.36] it clearly shows that the statistical uncertainty is primarily
dominated by the random noise in diff(y,,. Likewise, we can estimate the background
asymmetry based on Equation [4.25] According to Fig. the background asymmetry is
too small to detect. That means PREx Compton asymmetry measurement is very clean

without being contained by any background source.

On the other hand, there is an observed 1% increase in the PMT gain between
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cavity-locked (laser-on) and cavity-unlocked (laser-off) states.

1.01 = = 4.29
Goff G(1+~vB) ( )

~ (1+yS+9B) (1 —yB) ~14+~4S+~vyB—vyB=1++S5,

where G is the gain at the nominal zero (dark) anode current, and S is the total amount of
photon signal accumulations above the background level, labeled as B, in one laser-cycle.
The ratio of gains for laser-on and -off as shown in Equation is determined by flashing
an LED regarded as Compton photon signals at a range of stable brightnesses. After
taking the pile-up effect into consideration, any systematic difference in LED pulse size
between laser-on (locking the photon Fabry-Pérot cavity) and -off (unlocking) states is as a
result of the photon detector gain shift. Hence, the systematic uncertainty is overall due to

the gain shift itself and the pedestal uncertainty.

We can further estimate this gain shift effect numerically during the analysis. While
calculating the measured Compton photon asymmetry, we take the difference in the mean
accumulator value, including both background and pedestal subtractions, per helicity

window between two helicity states.

diffy,, = Gon(S+B+5§)—Gon(S+B—525) (4.30)
— G[1+7(S+B)](S+B+525)
- G[1+7(S+B)](S+B—525)
— GOS[L+~(B+9),

sum@y, = G[1+7(S+B)](S+B+52S)+G[1+7<5+B)]<5+B_525)’

Bl = G(1+7B)B+G(1++B)B

sumy, —Ble = 2GS[1+~(S +2B)].
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As a result, the measured Compton photon asymmetry can be expressed in terms of the

gain shift, 45, as below:

Acor = $[1+7(B+S)—7(S+2B)] (431)

= Aphysll +7(B+5) = 1(S +2B)] = Ajp (1 - 7B).

The correction for PREx is:

B

A S

.Acor(l + 78 ) = ACOr(l +0.01 ) = 1.017Acor. (432)

phys 96 — 60

The systematic errors in the analyzing power is estimated by changing the beam line input
into the GEANT4 MC, e.g. the photon beam position on the collimator, over the
experimentally possible range of values, and the fractional change in A}, is quoted as the
relative systematic uncertainty. However, Fig. demonstrates the negligible effect on
the change in Ay}, due to different collimator’s positions along the beam line. Table

shows a list of factors which cause the fractional change in Ay},

Table 4.3: AccumO signal sizes by laser states for PREx.

laser state | PREx (120Hz, 5V ADC) PREx (normalized)
off 30 60
on 48 96

Table 4.4: A table of Compton systematic uncertainties using the All accumulator during
2010 PREx.

Rel. Systematic Uncertainties

Laser Polarization 0.7%
Analyzing Power:

Non-linearity 0.3%
Collimator Position 0.02%
Total on Analyzing Power | 0.3%
Total on Gain Shift 0.9%
Total 1.18%
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Figure 4.31: Ay, vs. collimator position

Hence, due to the PMT gain correction on the polarization, this increases the

polarization by 0.9 + 0.9%. The final result is 88.20 £ 0.12(stat) £ 1.041.04.
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Figure 4.32: Measured asymmetry vs. PREx data set (in the unit of slug: data accumu-
lation/per day). The error bar for each round point is statistical only for the laser-wise
method.
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Figure 4.33: Measured electron beam polarization vs. PREx data set.
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Figure 4.34: Measured asymmetry vs. PREx Compton run. The error bar for each round
point is statistical only for the laser-wise method.
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Figure 4.35: Measured asymmetry vs. PREx Compton run. The error bar for each round
point is statistical only for the laser-wise method.
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Figure 4.37: Measured background asymmetry vs. PREx Compton run. The error bar for
each round point is statistical only for the laser-wise method.
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Chapter 5

Helicity-Correlated Beam Asymmetry
(HCBA)

The false asymmetry cuased by the helicity-correlated beam asymmetry should be
subtracted from the measured asymmetry. Before we start discussing the complementary
analysis strategies employed to calibrate the measured asymmetry in the next chapter, the
techniques for configuring the polarized electron source in order to minimize fluctuations in
the beam’s intensity, trajectory and energy under the helicity reversal are required to
introduce here. A well-control of the electron source configuration can help suppress the
effect of HCBA. A not 100% completely perfect source configuration, however, still gives
rise to the remaining corrections to the measured asymmetry. My dissertation primarily
concentrates on the development of analysis strategies to study how to minimize the size of

the residual asymmetry correction.

5.1 Formalism

The helicity-correlated beam asymmetry fundamentally arises from the difference in the
number of electrons per second from the injector between two helicity states. Both
helicity-correlated beam intensity and position difference inherit from an asymmetry in the
intensity of the electron beam after the PC. While the incoming linearly polarized laser
light enters the PC, the imperfect PC set-up as well as the PC angular, position and voltage

misalignment would introduce the phase shift on the outgoing laser light. As a result, the
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Chapter 5.1. Formalism

output laser light from the PC is not 100% fully circularly polarized. Two helicity
electrons, which are generated from the photoemission of a GaAsP photocathode by using
the imperfect circular polarization of the laser light, have the difference in their intensities.
Below, we will analytically explain how different types of phase shifts caused by the PC
makes the significant impact on producing the helicity-correlated beam asymmetry. How

can we do to suppress different sources of phase shifts based on different approaches?

The phase shift arisen from the PC can be expressed as below:

5R:—(g+a)—A; 5L:+(z+a)—A, (5.1)

where both a and A result in the residual linear polarization. The former is symmetric; the
later is anti-symmetric. Hence, the intensities of the transmitted laser light with the phase

shifts of 0% and 61 for the right- and left-hand circular polarizations, respectively, are
RL) eTcos((SR(L))cos(Qw), (5.2)

where € is the difference in the transmitted intensity of the laser light between two circular
polarization states. T is the average transmitted intensities of two polarization laser light.
Here, 1 represents the inclined angle with respect to the horizontal. According to
Equation [5.1]and [5.2] the helicity-correlated beam asymmetry can be expressed

below:

JR_ L
R

€

Aq ~7 [Acos(2¢)]. (5.3)

The detailed derivation of Equation [5.3|is described in [47].

In Equation 7 is referred to the analyzing power, and A is just the phase shift

appearing in the helicity-correlated beam asymmetry. At the same time, A is linearly
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proportional to HCBA. After adding a rotatable half-wave plate (RHWP) downstream of
the PC and an additional retardation plate downstream of the RHWP, Equation

becomes [47]:

Aq = Bsin(2p — 2¢) + sin(20 — 2¢) + (A — A®)cos(46 — 2¢)], (5.4)

€
_T[
where (3 is the phase shift induced by the retardation plate, p is the angle of the retardaton

plate with respect to the horizontal, 7 is the angle of RHWP against IHWP, and 6 is the

angle of RHWP relative to the horizontal.

There are two schematics used to study the effects of the residual linear polarization: 1)
the laser table source studies; 2) the electron beam source studies. Equation

characterizes various sources leading to the residual linear polarization:

e ¢, T and 9 arise from:
— the photocathode during the electron beam studies;
— the analyzer during the laser table studies.

e 3 and p arise from:
— the vacuum window during the electron beam studies (the dominant one);
— the insertable mirror and len’s effect during the laser table studies.

e 7 and 6 arise from the RHWP for both electron beam and laser table studies.

o A and A° arise from the PC for both electron beam and laser table studies.
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Figure 5.1: A schematic of the polarized electron source set-up in the injector part at JLab.
The laser light was circularly polarized by PC. Through the photoemission from a GaAsP
photocathode, the polarized electrons were released, because they were excited from the
valence band to the conducting band via the absorption of the incident photon energies from
the circularly polarized laser light. The polarity of the laser light determines the helicity state
of the electron beam. The insertable mirror guides the beam onto either a quad-photodiode
(QPD) or a linear array-photodiode (LAPD) detector during the laser table studies. On the
other hand, the insertable mirror and the insertable polarizer are retraced during the electron
beam studies and the production data-taking as well. In addition, the inserta