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Disclaimer

The status reports to follow are outlines intended to demonstrate the extent of the
scientific activity in Hall A at Jefferson Lab during the past year. These outlines
are not publications, and often contain preliminary results not intended, or not
yet ready, for publication. Material from these reports should not be reproduced,
represented, or quoted without permission from the authors and/or spokespersons.



1 The Facilities

1.1 The Spectrometers (Contributed by J. Lerose)
1.1.1 General Properties

The “High Resolution Spectrometers” (HRS) are a pair of optically identical mag-
netic spectrometers consisting of four magnets each. The configuration is Q1, Q2,
Dipole, Q3, where the quadrupoles (Qi’s) are superconducting cos(2¢) magnets
with a cylindrical iron collar. The Q1’s differ from the Q2/3’s in that they are
shorter with a smaller aperture radius (see Table 1 for details'). The dipoles are
6.6 m long conical magnets with a field index, n=-1.25, and were designed to pro-
vide a 45° bend for central momenta up to 4 GeV/c 2. These two spectrometers
are nominally referred to as the Electron (HRSe) and Hadron (HRSh) Arms.

Inner Radius | Overall Length | Effective Length | Gradient @ 4 GeV/c
Q1 0.15 m 1.86 m 0.941 m 7.785 T/m
Q2 0.30 m 2.98 m 1.827 m 3.087 T/m
Q3 0.30 m 298 m 1.827 m 2.856 T/m

Table 1: Quadrupole Properties

The HRS pair is designed to provide momentum resolution (6p/p) of 1x10~* or
better. To date, 6p’s of about 3x10~* have been achieved. Incident beam energy
spread and target multiple scattering easily account for the departure from the
design specifications. Various spectrometer properties, including transfer functions
for use in spectrometer simulations, preliminary acceptance studies, and collimator
locations can be found on various links from the Hall A homepage (see Table 2).

1.1.2 Future Developments

Various spectrometer improvements presently in the works include:

e Absolute Calibration: Data were taken in September 1999 (elastic scatter-
ing on 2C with measured beam energy) in order to determine the absolute
calibration of the spectrometers with much greater accuracy than was previ-
ously possible. That data is being analyzed as of this writing. The expected
accuracy will be at the few times 10™* level.

e Q2/3 DAC’s: Higher precision DAC’s for use in the regulation of the Q2/3
power supplies have been developed and tested. These will be installed in

!Effective lengths given are those measured using a set of rotating coils on the Electron Arm
magnets. See “Field Mapping of the Hall A High Resolution Spectrometers of the Thomas
Jefferson National Accelerator Facility”, submitted for publication to NIM, July 1999.

*Due to a resistive short in one of its coils the Hadron Dipole is limited to 3.25 GeV/c.



Hall A Homepage:
http://www.jlab.org/Hall-A
Transfer functions for acceptance studies
and Monte Carlo simulations:
http://www.jlab.org/Hall-A /news/minutes/tranferfuncs.html

Collimator positioning information:
http://www.jlab.org/Hall-A /news/minutes/collimator-distance.html
Calculated 1st Order Matrices:
http://www.jlab.org/Hall-A /news/minutes/fo-matrix.html

General Spectrometer Characteristics:
http://www.jlab.org/Hall-A /equipment /high-resol.html

Table 2: Useful Web Links

the next few months. The higher precision DAC’s will provide more stable
current output from the power supplies which will enhance the intrinsic
resolution capabilities of the spectrometers.

e Positioning: Ongoing improvements are being made in the vertical postion-
ing, horizontal positioning, and hydrostatic leveling systems.

e Septum Magnets: A pair of septum magnets is being designed and built
by BWX Technologies (BWXT) of Lynchburg, Virginia under contract with
INFN in Rome. These magnets, when installed on the front end of the HRS
pair, will allow access to central scattering angles between 6° and 12.5° for
each arm at central momentum up to 4 GeV/c 3.

Central Momenta 4 GeV/c
Horizontal Acceptance (19mrad = beamline side) | -19 mrad < ¢ < 24 mrad
Vertical Acceptance -54 mrad < 0 < 54 mrad
Minimum Central Scattering Angle 6°
Maximum Central Scattering Angle 12.5°

Momentum Resolution (o(dp/p)) @ 2 GeV/c) <1x10~* (varies with 0)
Vertical Angular Resolution (o @ 2 GeV/c) < 1.0 mrad (varies with J)
Horizontal Angular Resolution (0 @ 2 GeV/c) | < 0.7 mrad (varies with J)

Table 3: Expected Spectrometer Performance with Septum

The schedule for the septum program is as follows:

3Since the use of the septum magnet requires shifting the target position 80 cm upstream, it
will NOT be possible to use a septum on one arm and not the other, i.e., both arms must be at
12.5° or less.



January 2000: Final design review

February 2000: Readiness review for E94-107 (1st septum experiment)
July 2000: Delivery of 1st magnet at JLab

September 2000: Delivery of 2nd magnet

Summer-Fall 2000: Acceptance testing of magnets

February 2001: Installation of septum magnets

April 2001: Start data taking for E94-107
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1.2 The Beamline (Contributed by A. Saha)

The control and measurement equipment along the beamline consists of various
elements necessary to transport beam with the required specifications to the re-
action target and the dump and to simultaneously measure the properties of the
beam relevant to the successful implementation of the physics program. The res-
olution and accuracy requirements are such that special attention is paid to the
following;:

1. Determination of the beam energy
2. Control of the beam position, transverse emittance and stability.

3. Determination of the beam current, total charge, and polarization.

Parameter Method Accuracy Comments
Energy ARC Absolute 2 x 10~* Invasive
5x 107 Non-Invasive
Relative +1 x 1074 Non-Invasive
eP Absolute 2 x 107 Invasive
Energy Width OTR * EE(5) ~ 1 x 107° | Non-Invasive
Current (> 0.5uA) 2 RF Cavities | Absolute <2x1073 Non-Invasive
Charge (> 0.5uA) 2 RF Cavities Absolute <2x1073 Non-Invasive
Position (at Target) | 2 BPM/Harp Absolute 140pm x,y online
Direction (at Target) | 2 BPM/Harp Absolute 30urad 0, ¢ online
Stability (at Target) | Fast Feedback % < 720 Hz motion
Position < 20pum(o)
Energy <1x1075(0)
Polarization Mgller Absolute | &F ~ 3%(= 2%) | Invasive
Compton * Absolute (55 = 2%) Non-invasive

* Still under Development

Table 4: Determination of Beam Parameters

Table 4 lists all of the beam parameters monitored along the beamline and the
requisite instrumentation. In nearly all cases, we have two or more independent
methods to determine and monitor the various parameters, both to gain confidence
in the absolute measurements and to have enough redundancy in the system if any
of the instrumentation should fail during a run. The various elements along the
beamline are already listed and described in the Operational Manual. As seen in
Table 4, we determine and monitor the absolute values of the beam parameters at
a level which in most cases meets or exceeds the needs of many of the approved
experiments.
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1.2.1 Absolute Energy Measurements

We have systematically started making beam energy measurements both with the
Arc-Energy method and the eP method. The Arc method uses instrumentation in
the arc section (Scanners, BdL measurements of the arc dipoles, etc.) developed
initially by the French collaboration (Pascal Vernin and the Saclay group). The eP
method was developed by the Clermont-Ferrand group (Pierre Bertin et al.) and
is a stand-alone device along the beamline located 17 m upstreamof the target.
Since October 1998, the absolute energy of the beam has been measured several
times by both methods. These are listed and described in the electronic logbook.

The Arc-Energy method has consistently determined the beam energy with
an absolute uncertainty of ~ 2 x 10~* (as designed) over this time period. With
better understanding of the system and the residual magnetic field strengths along
the arc section, we are able to understand the systematics to nearly a factor of
two better. The eP-method has made significant progress in this same time period
and is also approaching the same level of uncertainty in their systematics as the
Arc-Energy method. In Table 5, we list the measurements where both methods
have been performed together optimally (i.e., when the eP has been run with both
arms).

We have greatly improved the beam optics tuning through the arc section into
the hall. We have degaussed and deactivated all the beam correctors, sextupoles
and all other extraneous magnetic elements in the arc section. We also maintain
the same dipole field strength in the arc section between the regular achromatic
and energy measuring dispersive tunes of the beam. This enables us to track and
maintain the knowledge of the energy of the beam throughout the whole running
period non-invasively. By not using the correctors and other magnetic elements
within the arc section, we are also able to deliver a more stable and clean beam
to the hall. We were able to demonstrate all this during the first part of the
HAPPEX2 experiment (April - May 99), where we were able to measure and
control the energy at 3355 MeV.

Date Pass ARC eP
(MeV) (MeV)
Oct 24, 98 | 4 Pass | 3385+ 0.6 3384 + 1
Nov 6, 98 | 5 Pass | 4236.2 £0.8 4240 + 3
April 23, 99 | 3 Pass | 3355.2 0.7 | 3354.4 + 0.7
May 29, 99 | 3 Pass | 3355.1 0.7 | 3355.0 0.7
Sept 22, 99 | 2 Pass | 1266.1 0.4 | 1266.9 4+ 0.5

Table 5: Summary of Beam Energy measurements
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1.2.2 Current and Charge Calibrations

The beam current monitor (BCM) is designed for a stable, low noise, non-intercepting
beam current measurement. It consists of an Unser monitor, two RF cavities, the
electronics and a data acquisition system and is described in detail in the Op-
erational Manual. The cavities and the Unser monitor are enclosed in a box to
improve magnetic shielding and temperature stabilization. The box is located
25 m upstream of the target. In addition to the Unser monitor, we have also
incorporated the use of the OLO2 cavity monitor and the Faraday cup 2 at the
injector section to provide an absolute reference during calibration runs. We are
therefore able to provide absolute current and total charge values for any run down
to 0.5 A with high accuracy. Several comprehensive and detailed calibration and
linearity runs were performed since October 1998, and the results are posted in
the logbook. The latest results are listed in Tables 6 and 7 (details are posted in
HALOG Nos. 16690 and 16689).

Cavity Coefficient
Upstream cavity 76.963
Downstream cavity 77.149

Table 6: BCM calibration coefficients, April, 1999

Current Ux1|Dx1| Ux3 | Dx3 | Ux10| Dx 10
Ranges (uA)

> 40 1348 | 1341 | (4139) | (4141)
0.5 - 100 1348 | 1341 | 4139 | 4141
0.2- 50 12552 | 13081

Table 7: Coefficients for charge determination, April, 1999

1.2.3 Beam Position and Direction

To determine the position and the direction of the beam on the experimental
target point, two beam position monitors (BPMs) are located at distances 7.524
m (IPM1HO3A) and 1.286 m (IPM1HO03B) upstream of the target position. The
standard difference-over-sum technique is then used to determine the relative posi-
tion of the beam to within 100 pm for currents above 1 pA. The absolute position
of the beam can be determined from the BPMs by calibrating them with respect
to wire scanners (superharps) which are located adjacent to each of the BPMs
(IHA1HO3A at 7.353 m and THATHO3B at 1.122 m upstream of the target). The
wire scanners are surveyed absolutely with respect to the hall coordinates. Ta-
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ble 8 shows the results of several separate calibration runs to relate the absolute
positions for the beam as determined from the scanners and the BPMs.

The scanners have been surveyed several times and at present the results dis-
agree with respect to each other at the level of 300 ym. We are trying to under-
stand these differences and seeing whether we are able to absolutely survey these
scanners to better than 100 pm.

BPM Offset (nA)
IPM1HO03Ax 345
IPM1HO3Ay 365
IPM1H03Bx -220
IPM1H03By 900

Table 8: BPM/harp calibration offsets (GEOFF'S)
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1.3 The Mgller Polarimeter (Contributed by E. Chudakov)
1.3.1 Basics

The beam line is equipped with a Mgller polarimeter, whose purpose is to mea-
sure the polarization of the electron beam delivered to the hall. The polarimeter
exploits the process of Mgller scattering €~ + €~ — e~ + e~. Its cross section
depends on the beam and target polarizations Ppegm and Pigrger as:

o X (]. + Z (Azz : Ptarg i * Pbeam z))a (1)
i=X,Y,Z

where 1 = XY, 7 defines the projections of the polarizations. The analyzing
power A depends on the scattering angle in the CM frame 6¢ps. Assuming that
the beam direction is along the Z-axis and that the scattering occurs in the ZX
plane:

_Sin2 90M . (7+C052 OC’M) A _ sin4 06’M
(3 4+ cos?Ocnr)? OXXT (34 cos?2 0o

Azz = )Q,AYY = —Axx

(2)
At Ocpr = 90° the analyzing power has its maximum Az z 0, = 7/9. A transverse
polarization also leads to an asymmetry, though the analyzing power is lower:
AxX maz = Azz/7. The main purpose of the polarimeter is to measure the
longitudinal component of the beam polarization.

1.3.2 General Description

The Mgller polarimeter uses ferromagnetic foils, magnetized in a magnetic field
of about 300 G along their plane, as the polarized electron target. The target
foils can be tilted at various angles to the beam in the horizontal plane, therefore
the target polarization has both longitudinal and horizontal components. The
spin of the incoming electron beam may have a horizontal component due to
precession. In order to cancel out the horizontal component the polarization mea-
surements are taken at two target angles of about 20° and 160° and the average
was taken, since the horizontal contribution have opposite signs for these target
angles. Additionally, this method reduces the impact of uncertainties in the target
angle measurements. The target polarization was derived from the foil magneti-
zation measurements. For the supermendur foil used in 1998-1999 a polarization
of 7.604+0.23% was obtained. At a given target angle two sets of measurements
with opposite directions of the target polarization are taken. Averaging the results
helps to cancel some false asymmetries, for example the helicity driven asymmetry
of the beam flux.

The Mgller scattering events are detected with the help of a magnetic spectrom-
eter consisting of three quadrupole magnets and a dipole magnet, which deflects
the electron pairs scattered in a kinematic range of about 75° < 6o < 105° and

15



—5° < pom < 5° towards a detector. The detector consists of lead—glass calorime-
ter modules, split into two arms in order to detect the scattered and recoiling
electrons in coincidence. The beam helicity driven asymmetry of the coincidence
counting rate (typically about 10°/sec) is used to derive the beam polarization. In
addition to detecting the counting rates, about 300/sec of “minimum bias” events
containing the amplitudes and timings of all signals involved are recorded with a
soft trigger from one arm. These data are used for various checks and tuning, and
also for studying the non—Mgller background.

A typical Mgller measurement takes about 1 h plus typically about 40 min for
setting and resetting the magnets. The statistical error for such a measurement
is about 0.5% relative.

1.3.3 Systematic Errors

The systematic errors are presented in Table 9.

Origin Dilution factor | Relative error
Target polarization 0.076 3.0%
Target angle 0.94 0.5%
Analyzing power 0.76 0.3%
Transverse polarization - 0.3%
non-polarized background | - <1.0%
dead-time - 1.0%
observed fluctuations - 1.0%

3.5%

Table 9: Systematic errors. The dilution factor presents the factor used to divide
the raw asymmetry in order to obtain the polarization, if such a correction is done.
The last line presents the sum of the errors in quadratures.

1.3.4 Conclusion

Between Oct. 1, 1998 and Sept. 30, 1999, 79 measurements of the beam polar-
ization were made. The systematic error of each measurement is estimated to be
about 3.5% relative, while the statistical error is about 0.5%.

New studies of the systematic errors are planned. There is a hope to reduce
the full systematic error to about 3%. A new set of quadrupole magnets will be
installed downstream of the Mgller polarimeter in January, 2000. This should help
providing common magnet settings for the Mgller measurements and the regular
running, reducing the overhead time.
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1.4 The Compton Polarimeter (Contributed by M. Baylac)
1.4.1 Introduction

The Compton polarimeter aims to determine the polarization of the electron beam
delivered. It was designed to measure the polarization concurrently with exper-
iments running in the hall to 1% statistical error within an hour. This project
was realized by a collaboration between Saclay (France), Jefferson Laboratory,
and the LPC Clermont-Ferrand (France). The polarization is extracted from the
measurement of the counting rate asymmetry for opposite electron helicities in
the scattering of a circularly polarized photon beam off the electron beam.

Installed in the entrance of the hall, the Compton polarimeter consists of a
magnetic chicane, a photon source, an electromagnetic calorimeter, and an electron
detector as shown in Fig. 1.

A fast front-end electronics and acquisition system is required to treat data up
to 100 kHz.

The electron beam is deflected vertically by the 4 dipoles of the chicane and
crosses the photon beam at the Compton interaction point (CIP). After interac-
tion, the backscattered photons are detected in the calorimeter and the electrons
in the silicon strip electron detector. Electrons that did not interact exit the
polarimeter without perturbation and reach the target.

1.4.2 Commissionning

The first version of the polarimeter was installed between January and March,
1998 by Saclay and JLab people. The setup consisted of the 4 dipoles, the beam
line, the vacuum system as well as the photon detector, the electronics and a 700
mW laser. The chicane was commissioned early March and we showed that the
electron beam (up to 100 pA) goes through the chicane without any perturbation
downstream.

We were unable to detect a clear evidence of a Compton signal during 1998.
Indeed, the background rate recorded in the photon detector was abnormally
high: more than 100 kHz at 100 pA. It was determined that the background was
due to a beam halo interacting with mirror holders located 5 mm away from the
electron beam. This halo was also seen in Hall B. Many investigative studies of the
beam tuning were performed with the accelerator people (bunch length reduction,
Lambertson steering, etc.) but were unsuccessful in substantially reducing the
background.

In February 1999, an optical cavity (Section 1.4.3) was installed in the po-
larimeter to enhance the Compton luminosity. In addition we were able to isolate
the parameter that mainly affected the background, i.e., the beam focusing in the
chicane. We were able to reduce the background rate by a factor of 1000. Beam
tuning inside the hall remains a delicate issue because focusing has to be done for
both the Compton polarimeter and the target.
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1.4.3 The Fabry-Pérot Cavity

The resonant Fabry-Pérot cavity is used as a power buildup for the photon beam.
This monolithic cavity, 85 cm long, uses 2 high finesse mirrors (F=26000) to
amplify a primary 300 mW CW Nd:YaG laser beam (A = 1064 nm). The circular
polarization of the photon beam can be reversed using a rotatable quarter-wave
plate. The optical setup is shown in Fig. 2.

To reach and maintain the maximum amplification of the photon density a
feedback loop insures the locking of the laser frequency to the frequency of the
cavity.

Figure 1: Layout of the Compton polarimeter.

This locking procedure is fully automatic and only requires a few seconds.

In order to maximize the Compton luminosity, the crossing angle between the
two beams has to be a minimum. The design crossing angle of 23 mrad sets the
mirrors about 5 mm away from the electron beam.

The overall opto-electronic system is controlled and commanded from the
counting room.

An amplification factor of 7300 has been measured, corresponding to a photon
beam power of 1700 W inside the cavity. The circular polarization was measured
to be 99.3% + 0.7 % for both right and left photon helicity states. Both the optical
power and polarization remain stable for more than 10 hours.
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1.4.4 First Evidence of Compton Events

With such a high photon density, Compton events could then be detected. In
order to achieve this, the vertical position of the electron beam was scanned by
varying the field in the dipoles until both beams crossed in the center of the cavity.
Figure 3 displays the trigger rate recorded in the photon detector as a function of
the vertical position of the electron beam. Evidence of Compton interactions was
clearly observed in late February.

1.4.5 Preliminary Results for HAPPEX 99

The Compton polarimeter has been running concurrently with the HAPPEX ex-
periment during April, May, and July, 1999. The beam energy was 3.3 GeV and
the intensity about 40 uA.

Once the position of the electron beam had been tuned to maximize the Comp-
ton interaction rate, data were recorded for both photon beam polarizations. The
background contribution was also measured without the photon beam. An asym-
metry on the order of 1% was measured with a relative statistical accuracy of
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inside the cavity. tion.

about 1% within an hour. Figure 4 shows the counting rate asymmetry mea-
sured in the photon detector for right and left photon polarizations. As expected,
flipping the photon polarization reverses the sign of the experimental asymmetry.

The photon energy is also measured and one can reconstruct the energy spec-
trum of Compton backscattered photons (Fig. 5, black) and of the background
events (grey). The background/signal ratio is about 0.1.

Preliminary results for data taken in May and July, 1999 are shown in Figs.
6 and 7. Only statistical error bars are shown. Data taken in April are not yet
analyzed.

The analysis of the systematic uncertainties, such as background effects, pho-
ton detector resolution and calibration, and helicity correlated beam parameters,
is underway. We aim to reach a 3% level for data taken during HAPPEX.

1.4.6 Skill Transferred to JLab Crew

Soon the operation and maintenance of the polarimeter will be the responsibility
of JLab. Accelerator operators are already in charge of the Compton beam line. A
staff physicist and technician will become responsible for the instrument. Specifi-
cally, technicians have already been familiarized with the optics and the vacuum
system.
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1.5 The Polarized *He Target (Contributed by J.P Chen)

The polarized 3He target [1] is based on the spin-exchange principle: rubidium
atoms in a vapor state in the pumping cell are polarized with optical pumping
using three or four 30 W diode lasers for each polarization direction (longitudinal,
transverse or any direction of choice). The polarization direction is defined with
a magnetic field (about 25 Gauss) produced by two sets of main Helmholtz coils.
The rubidium spin polarization is transferred to the 3He nuclei by collision and
then the polarized 3He are transferred to the target cell where it is used for elec-
tron scattering experiments. The double-cell (pumping and target cells) target
is made of aluminosilicate glass (either Corning 1720 or GE 180). The typical
target length is 40 cm and 3He pressure is about 10 atm at room temperature.
The target polarization is measured and monitored using two different methods:
NMR (nuclear magnetic resonance) with AFP (adiabatic fast passage), and EPR
(electron paramagnetic resonance). Target data acquisition, monitoring, and con-
trol use both LabView and the EPICS systems.
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The target was built last year, in a short time, by a collaboration from Cal-
tech, Clermont-Ferrand, JLab, Kent State, Kentucky, MIT, Princeton, Temple,
and William and Mary. It was successfully commissioned and used for the first
two polarized 3He target experiments (E94-010 and E95-001). During the first
half of E94-010, there were a number of target glass cell ruptures, but since then
the target worked very well allowing the two experiments to be successfully com-
pleted. The target polarization reached over 40% without beam and was between
30% and 40% with beam up to 15 pA. This was the first time this type of polarized
3He target was run in such a high intensity electron beam.

The target was moved back into the target lab in EEL building after the com-
pletion of the two experiments. A number of tests (Q response study, temperature
dependence study, field stability study, polarization loss study, etc.) have been
performed to systematically study the target polarimetry methods. Further tests
are planned in the next few months to fully understand the target performance and
the systematics of the polarimetry methods. Improvements for the next round of
experiments are under study. Some re-design will be needed and probably should
get started, with some lead time, before the next round of polarized 3He experi-
ments.

The analysis of the polarimeter data from the first two polarized *He expri-
ments is progressing well. The water calibrations required for NMR have been
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for HAPPEX data taken in July 1999. Errors are statistical only.

analyzed thoroughly. All systematics have been studied. Final results are sum-
marized in several technical notes[2]. The EPR analysis is still underway, but
preliminary results are available. Final results with an analysis of the systemat-
ics are expected by the end of 1999. The preliminary results of the polarization
during the experiment E94-010 are ready. Final results of the polarization during
both E94-010 and E95-001 should be available soon after completion of the EPR
analysis.

The heart of the polarized 3He system is the target cell. Due to the complexity
of the cell production and the difficulty involved in dealing with the aluminosilicate
glass (such as Corning 1720), few places are able to produce target cells. For this
collaboration, the Princeton group has been the only group which can produce
the target cell. With the busy schedule of the Princeton group (especially their
glass blower) and limited resources, it is highly desirable to have either JLab in-
house capability or a near-by group to also be able to produce target cells. A joint
effort between the William and Mary group and JLab is underway to set up a
cell production facility at William and Mary. We expect to be ready to produce
cells within about one year. Once the cell manufacturing capability is established,
R&D effort to improve the target polarization will continue.
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1.6 The Cryotarget (Contributed by M. Kuss)

The cryo target consists of 3 loops. Loop 3 can be filled with liquid hydrogen
(LHy), loop 2 with liquid deuterium (LDs), and loop 1 with helium gas. The
working conditions for all three loops are summarized in Table 10. Loops 2 and 3

Target | T/K | p/psi | p/(g/cm?)
LH, |19 26 0.0712
LDy, | 22 22 0.162
3He |5 220 | 0.93
‘He |5 220 | 0.92

Table 10: Nominal working temperatures and pressures. The resulting densities
are also listed.

are equipped each with a cell block of a pair of “beer-can” type target cells which
can be put into the beam alternatively. The short cell has a length of 4 cm, the
long one of 15 cm, both have a diameter of 6.35 cm. Loop 1 has a single “tuna-can”
type cell with a diameter of 10 cm.

A set of manual valves allows for the exchange of target materials between
loops 1 and 3, e.g. loop 1 can also be filled with LHy. For safety, during every run
period any loop not in use is filled with *He at low pressure (15-50 psi), to prevent
crushing of the target cells in case of vacuum failure or accidental venting.

It must be noted that it is impossible to operate the high-pressure helium and
the liquid targets at the same time. The helium requires “5K” cryogen to achieve
a high density, while the LHy and LD9 targets use “156K” cryogen. Before helium
target operation, hydrogen and deuterium have to be removed from the loops, to
prevent freezing.

The 5K and the 15K cryogens are delivered through the same pipes, alternat-
ingly. Separate coolant pipes would require a major redesign of the target which
supports only three cold ports. Thus, change of cryogen will be done by plumbing
at the distribution box in the End Station Refrigerator (ESR). This procedure
may take a shift, plus one more shift for the preceeding warm-up and following
cool-down.

The cryo target system was in-beam until August 1998 when it was replaced by
the polarized 3He target. It was successfully operated during E91-026 (deuteron),
E93-050 (VCS), E91-010 (HAPPEX) and E93-027 (Ggp/Gap), for a total of about
7 months in-beam.

During the cryo-target down time several modifications were done.

e The cell block in loop 1, which was identical to the ones in the other two
loops, was replaced by the tuna-can type, as described above. This new cell
block contains four additional Cernox (LakeShore) temperature sensors to
improve the temperature monitoring of the helium gas.
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e Bellows in the loop were replaced by new ones tested for high pressures.

e The three main temperature sensors of every loop, also Cernox, were re-
placed.

e New fans and tachometers were installed. The old tachometers didn’t work
at all.

e The coils for the low and high power heaters were replaced.

e The Oxford ITC502 temperature controller (reads the three Cernox and
controls the low power heater) of loop 2 was replaced. Its controls were the
suspected cause of the observed erratic behaviour of the low power heater,
which disappeared after the modifications.

e During re-installation in March, the Input/Output Controller (IOC) dedi-
cated to control the cryo-target stalled repeatedly. It was replaced by an
identical board.

e The JT-valve control box was refurbished.

The tests performed in March showed that the fan of loop 2, the hydrogen
loop at that time, performed badly. A replacement also did not work, and due
to the pressing deadline it was decided to interchange the plumbing of loops 2
and 3 to have the LHy in loop 3, which was the only one used for the HAPPEX
experiment.

In the June shutdown all three loop fans were checked. It turned out that fan
1 was also not working, and fan 3 started wearing out. Thus, again all three fans
were replaced. Tests confirmed that all three performed well. As of this writing,
during the run of E89-019, loops 2 and 3 are both in use, and are showing no signs
of aging after almost two months in operation. Also during the shutdown a lead
target, equipped with a platinum resistor, was installed on the solid target ladder
to test a possible target design for future experiments.

In September 1998, the raster mode was changed from the rectangular to
the circular pattern. HAPPEX found significantly more target boiling using the
circular mode. Consequently, during the June shutdown the rectangular raster
was reinstalled.

The preparations for the installation and the commissioning of the helium
target scheduled for November and December are underway. The design of the
gas handling system was finished in May, in August the gas panel assembly started
and is almost completed. Only a few modifications on electronics and software
controls are necessary. The additional temperature sensors require two additional
ITC502 temperature controller, the valve control for the helium gas panel an
additional SC200 board. Because more serial lines are needed an additional Octal
card was installed. The work on the software controls is in progress.
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1.7 Spectrometer Detector Package Development (Contributed
by B. Wojtsekhowski)

1.7.1 Trigger Scintillators

The fast aging of the 8575 PMT observed during last year was a result of a
large (up to 0.5%) concentration of helium in the hall. This was a particularly
bad problem during the 3He(e,e') experiment which used a helium jet to cool
the target cell. In July 1999 the housings of all S1 and later all S2 PMTs were
modified to prevent helium diffusion into the PMT by flushing the housing with
nitrogen. The successful operation during the last three months indicates that the
modification solved the problem.

The replacement of the model 8575 PMTs by the faster model R2083 achieved
time resolutions of o, = 0.13 ns per counter. Figure 8 shows improvement of the
S resolution on paddle number 5 ( X ~ 0.3 m ) where fast PMTs were installed.
The sigma of 3 is about 4.5% for the upgraded region in comparison 7.5% for the
rest of HRS acceptance. However, the resolution is still not good enough for a
stable separation of the beam bunches. JLab/UNH are developing a proposal for
a new S1 plane with eight paddles of 1 cm thick plastic scintillators equipped with
fast PMTs.

An additional counter SO was built to allow 2 out of 3 trigger logic in the case

Figure 8: Beta vs X position ( in meters ) on HA.

of hadron detection. This counter is a single 170 cm long paddle 1 cm thick with
3 inch XP4312B on each end. Timing tests with cosmic rays for this counter gave
a time resolution of o; ~ 0.20 ns.

The JLab electronics group has developed a CFD mounted on the HV divider
of the R2083 PMT. We plan to test this CFD with a special thick scintillator

26



counter in the next couple of months and, pending the result, order a large num-
ber of CFDs for all new trigger counters.

1.7.2 Mirror Aerogel Detector (Contributed by J. Hovdebo)

The efficiency of the silica aerogel Cherenkov detector installed in the electron
arm needed to be measured after it was put into operation. The efficiency is an
exponential function of the number of photoelectrons collected by the photomul-
tipliers. Therefore, the average number of photoelectrons produced by an event
in the Cherenkov detector must be determined.

The photomultipliers do not have a linear response to the number of photoelec-
trons collected. Therefore, if the sum of all ADC’s were taken, the most probable
response would not correspond to a unique number of photoelectrons. By apply-
ing a correction on the ADC values, to force a linear response with photoelectron
peaks occurring every 2000 channels, the average response is then linearly related
to the average number of photoelectrons collected.

After the ADC’s have been linearized, the average number of photoelectrons
may be determined and the efficiency of the detector calculated.

Calibration of ADCs

Counts/Channel

I Background
10
E— Photoelectron Peaks and Background

7

Figure 9: ADC spectrum for a single photomultiplier fit with o Gaussian back-
ground and 4 Gaussians to represent photoelectron peaks.

Data from Experiment 94-010, runs 1277, 1751, 1752, 2136, and 2642, for the
reaction 3He(e, e') at incident electron momenta around 1.7 GeV/c were used to
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perform the linearization of the ADC’s. An ADC spectrum was generated, with a
cut on the TDC suppressing the pedestal, for each of the ADC’s in the detector.
First, the background was fit using a first or second order exponential. The one,
two, three, and if possible four, photoelectron peaks were then manually fit with
Gaussians. The central values of the Gaussians were then taken as the positions
of the photoelectron peaks. The result of such a fit is shown in Fig. 9. The
desired 2000 channel gain/photoelectron was fit as a function of the measured
photoelectron peak to second order. A minimum in the fit occurred, on average,
around 1000 channels with the function increasing again for smaller responses.
This effect causes the position of the first photoelectron peak to be obscured when
the correction is applied. A dummy datum point at an abscissa value of 0 is
introduced to move the minima of the correction closer to 0, without causing a
large effect on the corrected peak positions. A sample fit is shown in Fig. 10. The
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Figure 10: Sample quadratic correction to linearize ADC' response.

ESPACE code was then modified to take into account the quadratic correction
term and the coefficients of the fit were placed in the database file. ESPACE was
then ran again to determine the effectiveness of the correction. Minor changes
were made to improve the fit for the third photoelectron peak in the hope that
this would better linearize the fourth and subsequent peaks where the non-linearity
increases.

Calculation of Efficiency

With the corrected ADC values now giving a linear response, the ADC sum
can be used to estimate the average number of photoelectrons collected. To speed
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up calculations, the data are rebinned by a factor of 20 and the bins divided by
2000 to get the number of photoelectrons. A Poisson distribution was then fit to
the data to determine the average number of photoelectrons.

To perform the fit, an integer number of photoelectrons is estimated for the
most probable number of photoelectrons collected. A Poisson distribution of the
form

pre t
L(z+1)’
is fit, where y is the number of counts/channel, x is the ADC value, and p is the
mean value of the distribution. The data are then renormalized to place the peak
at the estimated peak by the transformation

P
Tdata = Tdata \ ———— | -
L DataPeak

y:

The process of performing the fit and re-normalizing the data is iterated until a
unique distribution is found. By choosing different initial values of photoelectrons,
the best fit can be chosen and the corresponding most probable number of pho-
toelectrons determined. In this manner, the most probable number of detected
photoelectrons was found to be 6, corresponding to a mean number of collected
photoelectrons of 6.3. The results of this procedure can be seen in Fig. 11 assum-
ing most probable numbers of photoelectrons collected between 5 and 7. The true
average of the data is found by multiplying, bin by bin, the ADC response by the
number of counts/channel and summing and then dividing by the total sum of all
counts. In this way, the average was determined to be 7.6. The difference in these
two values being due to the long tail in the distribution of the data at large ADC
values.

The efficiency of the detector may then be calculated through the formula

n=1-— e Nee,

Using the mean from the Poisson distribution fit the efficiency of the Cherenkov
detector is calculated to be 99.82%, whereas the true average of the data, 7.6
photoelectrons, gives an efficiency of 99.95%

Conclusion

The average number of photoelectrons with 5 = 1 particles (electrons) has
been extracted and determined to be 7.6. The photomultipliers exhibited a non-
linear response which had to be corrected before this value could be extracted.
A correction, to second order, was performed on the photomultipliers to force a
linear response. The sum of all the ADC’s was then fit with a Poisson distribution
to give the mean number of photoelectrons collected. The efficiency was then
found to be 99.95%.
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1.7.3 Diffusion Aerogel Cherenkov Counter

The magnetic field in the detector hut at the location of the aerogel detector was
found to be below 0.5 Gauss. Direct measurement of the PMT signal reduction
there shows a small but stable 5% effect, see A. Leone and B. Wojtsekhowski,
internal report 1998.

Weather conditions in Newport News require special attention to humidity
control. A six PMT prototype was used to check the effect of aerogel baking on
the light output. A large factor of about four was observed in the amount of light
output from aerogel, see R. Tommi et al., internal report, 1999.

Direct measurement of the baking and humidity effects on the aerogel weight
and light transmission (at 420 nm) show the necessity of keeping the air in the
baking oven very dry during final stage of baking and of assembling the detector as
fast as possible at as low as possible humidity, see A. White, JLab Technical Note
99-030. A plastic tent with DriTex dehumidifier was built to keep the humidity
at a level 3-5% during assembly process, see Fig. 12.

A design of the 24 PMT aerogel detector was made based of the following
considerations:

- complete hermetic sealing of the aerogel box and CO2 flushing;
- positive HV on the PMT for best geometry of the PMT face;
- no individual magnetic shields for best geometry of PMT face;
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Figure 12: Aerogel installation inside the dry tent.

- double layer millipore paper coating of the interior of the detector;
- progressive HV divider for linearity of the PMT output.

A detailed study was done by using cosmic rays filtered through a cube of lead
2 feet on a side.

The detector performance was tested with beam in August with electrons and
elastically recoiling protons. This test gave a direct measurement of the efficiency
and rejection factors, which are the most important properties.

1.7.4 Diffusion Aerogel Cerenkov Counter Commissioning (Contributed
by P. Markowitz)

Introduction

The kaon experiments (E94-107 and E98-108) require stringent particle identi-
fication to identify the true (e,e’K) coincidence reactions amidst high backgrounds
of not only true (e,e’'n™) and (e, e’'p) reactions but more frequently the accidental
(e,7~ ® m", K,p) coincidences. While true coincidence rates are less than 1 Hz,
accidental rates of 1000 Hz or more will be prevalent for some kinematics.

A threshold diffusion aerogel detector (DAD) was built to provide separation
of 7+ from kaons and protons, based upon their velocities. The detector has an
active area of 160x22 cm? and was filled with aerogel with a nominal index of
refraction of 1.025 (giving a nominal threshold of = 0.975. The thickness of
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the aerogel was either 3 cm for —1.2 < z < 0.2m or 9 ¢cm for 0.2 < z < 1.2m
where z is the position in the focal plane along the dispersive direction and x = 0
corresponds to the central trajectory through the spectrometer.

Two rows of 12 photomultlier tubes (Burle 8854 five-inch tubes) lined both
sides of the diffusion volume. The high voltage for the tubes was set (using cosmics
rays for generating signals) to give approximately 70 mV signals into a 50 €
terminal resistor for the single photoelectron peak. This corresponded to having
the single photoelectron peak in channel 200 of the ADC.

Beam Tests

Electron beams of 3.3 and 5.5 GeV were used to commission the detector in
August of 1999. The tests were meant to answer several questions:

e How many photoelectrons would result for 5=1 particles (i.e., above thresh-
old 7t events in the kaon experiments)? For this test, the HRSh spectrome-
ter was set to negative polarity and quasielastic electrons from 2C were used
to illuminate the detector broadly. Since every electron should give a signal
in the DAD, the data determined the efficiency of the aerogel for detecting
above threshold particles when a minimum number of N photoelectrons is
imposed upon the data.

e How many photoelectrons would result for (subthreshold) 5=0.9 particles
(i.e., the kaons and protons in the experiments)? The kaons and protons
should never fire the counter; however by creating knock-on electrons a frac-
tion of the incident sub-threshold particles do give a signal in the DAD. This
data determined the efficiency of the aerogel for detecting sub-threshold par-
ticles when a minimum number of N photoelectrons is imposed upon the
data.

e What is the dependence of these efficiencies on the thickness of the aerogel?
The aerogel has a very short scattering length and the light detected is not
linearly proportional to the aerogel thickness, but the absorption depends
on the number of bounces and amount of aerogel traversed.

Results

The results are displayed graphically in Figures 13a and 13b. Statistical error
bars are hidden by the larger size of the plotting symbol. The systematic uncer-
tainties are estimated to be on the order of 1-2% relative and are not shown. Plot-
ted is the fraction of the events which result in a number of photoelectrons equal
to or greater than a given value, as a function of the number of photoelectrons.
This number imust also be corrected for the true location of the single-photon
peak. For example, if the analysis requires in the 9cm region of aerogel that a
minimum number of 3.5 photoelectrons is observed, ~ 95% of the above threshold
particles will fire the detector, however ~ 5% of the below threshold particles will
also be vetoed.
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Figure 13: The efficiency for 5=1 and $=0.9 particles in the a) Scm aerogel and
b) 9 ecm aerogel.

Another interesting feature is seen by comparing the 3 cm data and the 9
cm data. The radiator thickness has increased by a factor of three, which would
naively lead to an expectation of an increase by a factor of three in the average
number of photoelectrons. This is not observed; instead, due to the combination
of increased scatterings (due to the additional aerogel thickness with its atten-
dant short scattering length) and subsequent absorbtion, the number increases
by less than a factor of two. However the number of photoelectrons created by
subthreshold particles is essentially unchanged, meaning that a thickness of 9 cm
is preferred for this index of refraction of aerogel.

By placing a cut at 3 photoelectrons, the 9 cm data rejects 99% of the 8 =1
particles, while only accepting 1% of the subthreshold particles, i.e., 99% of the
(B = 1 give more than 3 photoelectrons, while only 1% of the 8 = 0.9 subthreshold
particles give more than 3 photoelectrons. Similarly, in the 3 cm data a cut placed
at approximately 1.75 photoelectrons will reject 96% of the the 8 = 1 particles,
while accepting only 4% of the subthreshold particles, i.e., 96% of the 8 =1 give
more than 1.75 photoelectrons, while only 4% of the 8 = 0.9 subthreshold particles
give more than 1.75 photoelectrons in the 3 cm region of aerogel. These are quite
impressive performances.
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Figure 14: The (e,e’K) missing mass spectrum a) without and b) with a cut on
the pulse height in the aerogel detector.

Figure 14 shows the missing mass spectrum (a) without and (b) with a cut on
the pulse height in the aerogel detector. Without any cuts, the pions (mainly true
(e,e'm™) coincidences) form a dominant background, although the A peak is still
clearly seen. With the cut, the background is greatly reduced, and shows the %0
peak as well. The remaining background is mainly accidental (e,e’p) coincidence
reactions. A second aerogel with a higher index of refraction (designed to fire on
both kaons and pions but not protons) will reject the remaining background.

Conclusions

A threshold diffusion aerogel detector has been commissioned. The results
show that the efficiency using 9 cm of aerogel will give a good rejection (99%) of w*
events in the upcoming experiments. Based upon these results, a second diffusion
aerogel box using a radiator with a larger index of refraction will be constructed to
reject protons. Additionally, two kinematics have been taken where the existing
diffusion box was used to produce a H(e,e' K*)A° spectrum. Those data are still
under analysis and additional results will be presented soon.

1.7.5 Vertical Drift Chamber

The algorithm for data based calibration of the time-to-distance conversion was
developed and tested (with K. Fissum). The resulting table allows a fast and
nearly perfect conversion, as shown in Fig. 15. The main ideas are to use the
global angle for corrections and symmetric events (¢; = t;41 and t;—1 = t;11) for
fixing the x/t calibration parameters. A complete discussion of both this algorithm
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and entire VDC project will be presented in a forthcoming technical note.
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Figure 15: VDC time-to-distance conversion.

1.7.6 Gas Cherenkov Counter

A study of the gas cherenkov (GC) performance found the following. A uniform
voltage distribution on the 8854 PMT led to nonlinearity in the GC output, even
for relatively small anode signals because in each event the photons are focused
on a small (~1 cm? ) area of the PMT photocathode. For a correct counting of
the number of the photoelectrons the average amplitude of the single photoelec-
tron signal should be used for normalization, not a peak value, as was done in
many previous analyses, see e.g., the study by M. Shephard and A. Pope, JLab
Technical Note 97-028. A MC simulation of the amplitude distribution using the
experimental distribution of one photon response and Poisson distribution for pho-
ton counting as inputs, agreed well with the observed amplitude distribution, see
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the code and results by J.McCann, JLab Technical Note 98-027. A P-terphenyl
coating increases the number of detected photoelectrons by a factor of up to 1.3
for Burle 8854 PMT, see S.Duncan et al., JLab Technical Note 98-006.

1.7.7 Pion rejector

Figure 16: Pion Rejector counter.

For redundant pion/electron identification on the Hadron arm during ® He(e, ')
experiments a lead-glass based pion rejector was built, see Fig. 16. We used spare
lead glass blocks 15x15x30 cm left from Electron arm shower detector. The ampli-
tude distributions for the pions and electrons ( bottom ) are shown in Fig. 17. The
acceptance coverage (right) and the acceptance holes (left) are shown in Fig. 18.

1.7.8 Large Scintillator Arrays

The proton yield in electroproduction was measured using 16 large plastic counters
from ITEP. The results were about a factor 1.5 to 2 lower than a MC prediction
by P. Degterenko.

For a study of nucleon correlations UVa built neutron bars which were assem-
bled in the form of a 7x11 package. This package was used to evaluate luminosity
limitations with a large open detector “Third Arm”. Fig. 19 presents the cur-
rent from individual PMT which is proportional to the light emission in the given
counter. The front wall gets ~ 50 times more background than the inner bars.
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Figure 17: Pion Rejector Amplitudes

The outer side detectors have about double the current of inner detectors. For
more information see http://erwin.phys.virginia.edu/research/groups/thirdarm.

1.7.9 Big Bite detector package

On August 16, 1999 a workshop was held where several experiments which might
use the Big Bite detector were discussed. Pion threshold electroproduction can be
done at low luminosity with the present detector system, but many other require
a 10% /cm? /s luminosity and a new highly segmented detector. A proposal for a
new detector is under development.
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Figure 18: Pion Rejector Acceptance.

1.8 Data Acquisition and Trigger (Contributed by R.O. Michaels)

This section explains the progress and problems in DAQ and triggers, and outlines
the plans for the near future. Everyone is reminded that up—to—date information
on status, structure, and usage are at

www.jlab.org/Hall-A /equipment /daq/daq_trig.html.

In the past year, there were two main improvements in the DAQ: (1) We
deployed the capability of making the two HRS read out independently, which
approximately doubles the speed for single-arm experiments. (2) The networks
involved in our two “high performance” systems (HRS and Compton DAQ) were
upgraded with better isolation (subnetting and localized resources), new switches
and gigabit routers. In some specific instances, problems on external systems
had been observed to slow down the DAQ. The upgrades cut down on these
interferences.

A problem noted about the trigger is that many of the commercial modules
we use are no longer manufactured. We are currently seeking long—term solutions.
One example is that our leading—edge discriminators, which are no longer made
by LeCroy, will eventually be replaced by constant fraction discriminators which
should improve the time resolution. Bogdan Wojtsekhowski is working on this.
Another problem noted is that software to analyze the trigger efficiency, logic,
and timing is not standardized in ESPACE. Each experiment creates their own
version, and there is virtually no transfer of knowledge nor of software. New online
software is being written which will help correct this situation.

In the near future, the following upgrades are planned: (1) In November
1999, a new “burst mode” ADC will be deployed for reading out the BPM and
raster information. It will replace the ADC modules which had the infamous
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Figure 19: Anode currents in 7x11 package.

synchronization problems noted during VCS experiment. In each event typically
5 samples will be read out at 1 MHz, so that both the amplitude and phase can be
determined unambiguously. (2) In the January shutdown, all the RS232 terminal
servers will be replaced. (3) Also in January, we will upgrade CODA to use the
ET event distribution system. This will improve the real-time distribution of
events to online software.

Another major effort in the next year is the setup of a DAQ system for a “third
arm” spectrometer, in this case the calorimeter and associated detectors for the
Real Compton Scattering experiment. Physicists from the University of Illinois
and JLab are collaborating to make this DAQ system and integrate it with the
HRS DAQ.
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1.9 Analysis Software (Contributed by J-O Hansen)

Users currently use the FORTRAN-based ESPACE* was originally developed at
Mainz and later refined at MIT before being introduced in 1995/96 by E. Offerman.
It is written in FORTRAN 77 with VAX-style extensions (e.g. structures). Its
capabilities include:

e Reading raw event data, mapping them to logical structures, and analyzing
them in terms of physics quantities (e.g. hits, photoelectrons, four-vectors,
kinematics).

e Dynamic definition of conditional tests (cuts) and application of these to
select event data.

e Dynamic definition of histograms and ntuples and output of these in HBOOK
format.

e Fitting of analysis parameters to experimental data (“optimization”).
e Displaying single events in terms of detector hits in a graphics window.

e Program control and analysis steering via KUIP.

Dynamic definition of tests and histograms is accomplished by the COOLHANDS
package [3] which can be accessed from KUIP. The wire-chamber track-fitting code
in ESPACE is quite advanced and is usually more accurate, although also consid-
erably slower, than similar readily available algorithms. ESPACE is available on
HP-UX, SunOS, Alpha/OSF, and Linux. It does not currently work under AIX.

ESPACE has been used to date by almost all experiments for production data
analysis. The program is actively maintained; new versions are released every
several months and include bug fixes and relatively minor improvements. It is
common for experiments to customize the “official” ESPACE for their specific
needs.

The experience with the package has generally been good. ESPACE’s main
advantages are that it is relatively well debugged after several years of use and has
been adapted for the specific hall requirements. However, a number of complaints
have been raised, including:

e Speed: ESPACE is relatively slow compared to similar programs, given the
fact that the detectors are only moderately complex. Typical analysis rates
on a fast Linux machine are 100-200 events/s.

‘Bvent Scanning Program package for data analysis. While ESPACE generally performs
well, it has a number of shortcomings concerning speed, flexibility, and maintainability. To
address these issues, we are in the process of redesigning its analysis software using object-
oriented programming concepts. The implementation of the new analyzer will rely on the ROOT
system, developed at CERN, and the C++ programming language.

1.9.1 ESPACE
Our current physics analysis software ESPACE for Hall A Collaboration Experiments
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e Flexibility: ESPACE’s rigid structure makes it difficult to modify the pro-
gram, e.g. to add new detectors.

e Maintainability: ESPACE is hard to maintain due to its monolithic program
structure, the FORTRAN 77 language, and use of unversioned text-based
database input files.

e Documentation: Detailed programming information and documentation of
algorithms is sparse, adding to the difficulty to maintain the package.

e Portability: Extensive use of VAX-style, non-standard FORTRAN requires
special, commercial compilers and limits portability (e.g. AIX).

e ESPACE relies heavily on CERNLIB, KUTP, and HBOOK, which, although
currently still supported by CERN, are headed for obsolescence.

e Limited capabilities: No real-time (online) viewing. Optimizations do not
work in some cases. COOLHANDS has only limited functionality for arrays
and 2-dim histograms.

Among these, the first four are particularly important in view of upcoming detector
upgrades. Unfortunately, improvements would require a significant effort and
might result in large sections of the code being essentially rewritten.

1.9.2 The Object-Oriented Analyzer

In May 1999, after evaluating several options for the future of our analysis software,
the code development team® decided to start the design of a new analyzer using
object-oriented programming concepts implemented in C++. This new analyzer
will rely, at least partly, on the ROOT system [4], an object-oriented framework
that has been under development at CERN since 1995 and has been adopted by
several major collaborations at FNAL, BNL, and elsewhere.

ROOT is frequently considered the “successor of PAW”  but actually offers
much more functionality than just interactive data analysis, viz. object-based I/0O,
complex data structures (“trees”), multi-dimensional histogramming, an interac-
tive C++ interpreter (CINT), database, client/server and parallel processing facil-
ities, and support for dynamic linking, to name a few. ROOT currently has about
500 active users worldwide. Extensive documentation is available on the Web [5].
Since many physics-specific capabilities (e.g. histogramming, data structure I/0)
have already been implemented in ROOT, they do not need to be reinvented for
our purposes; and, since ROOT is being used by several other major collabora-
tions, a wide code base as well as support is readily available.

The design of the new, object-oriented analyzer is currently in progress and
expected to converge towards the end of this year. A first working version could
be available as early as mid-2000. The design goals are, obviously, to provide the

*W. Boeglin (FIU), J.-O. Hansen (JLab), J. Templon (Georgia), P. Ulmer (ODU)
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functionality of the current ESPACE (however, not necessarily all included in a
single monolithic program) and to improve on most of the identified shortcomings
of ESPACE. Particular emphasis will be placed on flexibility to accommodate
changing detector configurations.

Manpower currently consists of three staff members, each contributing between
30-70% of their time. Several other people have expressed interest in contributing
at later stages of the project. Some collaboration with Hall C as well as the JLab
DAQ group is also expected.
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1.10 Optics Commissioning (Contributed by N. Liyanage)

Thanks to a lot of planning and hard work by many people we now have good
optics databases that cover a large fraction of the momentum range of the HRS
pair. During the last few months we have taken data required to calibrate the
spectrometers at the remaining momenta. We are hoping to finish the analysis of
this data by the end of the year. These would complete the set of databases that
would cover the available momentum ranges of the HRS pair.

The optics data used for the recent optimizations were acquired during exper-
iments E93-050 (VCS) and E94-010 (GDH). During these optimizations several
improvements to the ESPACE optimizations procedures were made. These im-
provements would be extremely useful for the future optimization projects.

1.10.1 Databases at 0.85 GeV/c

The linear range of the high resolution spectrometers extends up to ~ 3.0 GeV/c.
Thus a database optimized at 0.8 GeV/c works well over this whole range. The
optics data obtained during the GDH experiment with a '?C target stack covering
the full y;, range of the spectrometers were used to optimize the databases for
both HRSe and HRSh at 0.85 GeV/c. As expected the obtained databases work
well from 0.4 GeV/c to 3.0 GeV/c for the whole y;, range of + 5 cm.

1.10.2 HRSe Databases above 3.0 GeV/c

The optics data taken during the VCS experiment provided the opportunity to
optimize the HRSe optics database at 3.0 GeV/c and 3.5 GeV/c. These databases
have similar resolutions and accuracies as the databases obtained at lower mo-
menta. However the y;, coverage is limited.

1.10.3 Summary of available databases

Spectrometer | Database P range Y}, range
0.85 GeV/c | up to 3.0 GeV/c + 5.0 cm
HRSe 3.0 GeV/c | 2.8GeV/c-34GeV/c | +3.0cm
3.5 GeV/c | 3.3GeV/c-3.7GeV/c | +2.0cm

| HRSh | 0.85 GeV/c | 0.4 GeV/c-GeV/c | £5.0 cm |

Table 11: Spectrometer Database Summary.

We have taken optics calibration data for HRSe at 4 GeV/c and for HRSh at
2.75 GeV/c. This data is being analyzed now.

Listed below are the accuracies and resolutions achieved with the available
databases:
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For 0.85 GeV/c electrons scattered off a thin '2C target

e Angle determination accuracy
— Transverse 0.15 mrad

— Dispersive 0.5 mrad

Angular resolution (FWHM)
— Transverse 1.5 mrad

— Dispersive 6.8 mrad

Momentum resolution (FWHM)
For y;, = 0 3x10™*
Overall 4.5%x10%

e Transverse position determination

+ 0.5 mm

Transverse position resolution

4.0 mm

The above angular and position resolutions are close to what can be expected
at 0.85 GeV/c for this target configuration. However, the momentum resolution
is about a factor of two worse than expected. This can be attributed to the
beam energy spread which has been measured to be about 2.5x10~* (FWHM).
Improvements in the beam energy width is expected to improve the momentum
resolution to about 1x10~* (FWHM) at the middle of the focal plane and to about
3x10~* (FWHM) overall at 0.85 GeV/c.

1.10.4 Spectrometer constants calibration

The HRS spectrometer constants (I') were previously known only at about the
2x1073 level. The precision beam energy measurements using EP and Arc have
made it possible to measure the spectrometer constants much more accurately.
Therefore whenever a beam energy measurement was performed we have gathered
data necessary for the calculation of I'.

We use two methods to calculate the I's:

e The direct method, where we measure elastic scattered electrons from '2>C
to directly calculate ' for that spectrometer.

e The indirect method where we measure the missing energy of 1p; /5 state in
12C(e, e'p) coincidence data. We then use this information with the already
measured spectrometer constant of one spectrometer to derive I' for the
other spectrometer.
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Using these two methods we have calculated the spectrometer constants of
the two spectrometers at the momenta summarized below. We are planning to
take more data in the next few months which would allow us to calculate the
spectrometer constants of both spectrometers over the full momentum ranges to
4x10~* accuracy. Once both spectrometer constants have been measured to this
level, a short '2C(e, €/p) run can be used to calculate the beam energy to a similar
accuracy eliminating the need to perform energy measurements frequently.

The tables below summarize the spectrometer constant values we have calcu-
lated with the available data.

Momentum (GeV/c) | Tgrsh

2.73 269.4 + 0.15 | 2C(e,e’p)
1.88 269.2 +£ 0.2 | 2C(e,e’p)
0.61 268.4 = 0.9 | H(e,e'p)

Table 12: FHRSh

Momentum (GeV/c) | Tgrse
1.26 270.1 + 0.1 | 2C(e,e)
3.88 269.9 + 0.2 | 2C(e,e’p)

Table 13: FHRSe
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2 Summaries of Experimental Activities

2.1 E89-003
A Study of the '%0(e, e’p) Reaction in Quasielastic Kinematics

W. Bertozzi, R. Lourie, A. Saha and L. Weinstein, Spokespersons,
and
the Hall A Collaboration.

Experiment 89-003 was the first physics experiment in Hall A. The experiment
took place in the summer of 1997 and the data analysis was completed by the end
of 1998. A letter on the 1p state results has been submitted for publication and a
letter on 1s state results is in preparation. [6,7]

In this experiment, we measured the '°O(e,e/p) reaction in the quasielastic
region at || = 0.992 GeV/c and w = 439 MeV. We extracted the longitudinal
(Ry), transverse (Ry), and longitudinal-transverse interference (Rpr) response
functions from cross sections measured at several beam energies and electron an-
gles for Epss < 60 MeV and P55 < 355 MeV/c. This was the first response
function separation on a complex nucleus at large Ep,;ss and Pjss-

We scattered the continuous incident electron beam from a waterfall target
[8] and detected the scattered electrons and knocked-out protons in the High
Resolution Spectrometers.

We measured the 60(e, €'p) cross sections at three beam energies keeping |7|
and w fixed in order to separate response functions and understand systematic
uncertainties (see Table 14). For 0,, = £8°, Ry and Apr extracted at Fpeqpm =
2.4 GeV agree with those extracted at Epeqn, = 1.6 GeV within one standard
deviation. The overall systematic uncertainty in the extracted response functions
is about 5%. This uncertainty is dominated by the uncertainty of the H(e, ¢’) cross
section to which the data were normalized [9].

The accuracy of a response function separation depends on precisely matching
the values of |¢| and w between different kinematic settings. In order to match |77,
we measured H(e, e'p) (also using the waterfall target) with a pinhole collimator
in front of the HRS.,. The momentum of the detected protons was thus equal to
q¢. We determined the location of the H(e,e'p) momentum peak to %p = 1.5 x
10~*, allowing us to match |§| to 1.5 x 10™* between the different kinematic
settings. Throughout the experiment, H(e, ¢') data, measured simultaneously with
the '°O(e, €'p) data, provided a continuous monitor of both luminosity and beam
energy.

The radiatively corrected '®O(e, e’p) cross section as a function of missing
energy for Epeqm = 2.4 GeV at Piss &~ 60 MeV/c is shown in Fig. 20. The two
prominent peaks at F,,;ss = 12.1 and 18.4 MeV correspond to protons knocked-
out from the 1p;/ and 1ps/, states. The missing energy resolution is 0.9 MeV
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FWHM. The peak at 22 MeV is a cluster of 1p3/; states. The broad peak centered
at Eiss ~ 42 MeV is due to proton knockout from the Lsy/ state.
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Figure 20: Measured ‘% O(e, e'p) missing energy spectrum for Epeqm = 2.4 GeV at
Ppiss = 60 MeV/e.

Figure 21 shows the measured momentum distribution at Epeemn = 2.4 GeV.
The calculations of Udias are in excellent agreement with the data, whereas the
calculations of Kelly are in good agreement up to Pp;ss = 280 MeV/c.

We extracted the left-right asymmetry (Apr = ggiigzg;ggijggzg) from the

measured cross sections (see Fig. 22).

To determine how much of the observed continuum strength can be explained
by 1s;/9-state knockout, we compared our results to single-particle knockout cal-
culations by Kelly [12], and Ryckebusch [13-15].

Fig. 2.1 shows the cross sections measured over the entire range of P,,;ss probed
by this experiment. The cross sections are compared to 1s;p-state single-particle
knockout calculations by Kelly folded with a Lorentzian shape with an energy-
dependent width [16,17]. At (Pniss) = 50 MeV, the Lorentzian shape exactly
describes the measured cross section.

As P,,iss increases, the single-particle knockout calculation accounts for only
a fraction of the measured strength. Furthermore, for the two settings with Pp,;ss
above the Fermi-momentum of 0 (=~ 220 MeV/c), the measured cross section
profiles do not exhibit any resemblance to the expected single-particle Lorentzian
shape. This clearly indicates that the cross section measured at high F,,;ss and
high P,iss is mostly of non-single-particle origin.
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Figure 21: Measured cross sections and DWIA calculations at Epeam = 2.4 GeV.
The solid line is the Udias et al. calculation [10], and the dashed line is the Kelly
calculation [11]. The 1py o state cross section and calculations have been multiplied
by a factor of 20.

Figure 24 presents the separated response functions for the high FE,,;s region
of the 6,, = 0° kinematic setting. The difference between the transverse and
longitudinal spectral functions (S — Sp), which is expected to be zero for a free
nucleon, is nonzero for F,,;ss > 40 MeV. This is in qualitative agreement with the
high-FE,,;ss behavior of Ry, and Rp observed at MIT-Bates by Ulmer et al. [18]
and also at Jefferson Lab in Hall C [19].

Ebeam 96 gpq

(GeV) () ()

0.843 100.7 0,8, 16

1.643 37.2 0, £8

2.442 23.4 0, +£2.5, 8, +£16, +20

Table 14: Ezperimental Kinematics

In summary, we have measured, in a previously inaccessible region of mo-
mentum transfer, cross sections, the left-right asymmetry Apr, and the response
functions Ry 77, R, and Ry for 16O(e, e¢'p) proton knockout for missing mo-
mentum less than 355 MeV /c. Data analysis has been completed and publications
have been submitted.
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Figure 22: The dashed line is the Kelly calculation [11]. The other curves are
from Udias et al. [10]. The solid line is the fully relativistic calculation, the close
dotted line is that with only the bound-state spinor distortion included, the wide
dotted line is that with only the scattered-state spinor distortion included, and the
dot-dashed line is that without spinor distortion included.

2.2 E89-033

Limits on Changes in G%,/G%, in the Nuclear Medium from the °O(¢€, ¢'p)
Reaction

Charles Glashausser
and
The Hall A Collaboration

The longitudinal (Pr) and transverse (Pr) components of the polarization of
the recoil proton in the '8O(€, e'p) reaction are sensitive to the electromagnetic
form factors G%, and G4, of the proton in the nuclear medium. The ratio of these
polarization components can be measured with little systematic error since the
polarization of the beam and the analyzing power of the proton polarimeter can-
cel in the ratio. This ratio is then a robust measure of possible changes in the form
factor ratio in the nuclear medium, since many corrections to the Impulse Approx-
imation are also minimized. K89-033 is the first application of this technique to a
complex nucleus.

The experiment was run in the summer of 1997, as part of the commissioning
of Hall A. This experiment also functioned as a commissioning activity for the
polarized beam at JLab, and for the focal plane polarimeter. The data have now
been analyzed, and compared with several theoretical calculations. The results
are described in the Ph.D. theses of two students, Sergey Malov and Krishni Wi-
jesooriya, who have successfully defended in September at Rutgers and in May at
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Figure 23: Cross sections measured at different missing momenta as a function of
missing energy. The curves show the 1syy-state single-particle strength calculated
by Kelly folded with the Lorentzian parameterization of Mahaux.

William & Mary, respectively. Preliminary results have been presented in invited
talks at conferences up to May, 1999. A paper is currently under preparation.

The results of the 1997 run yield a result for the ratio of G%, and G%, in the
nuclear medium which is consistent with its free value with an uncertainty of
about 17% at Q2 of 0.8 GeV2. The error is essentially all statistical. The run
exhausted only a part of the allotted time for E89-033, and the inital current
and polarization from the polarized source were relatively low. Experimental sys-
tematic errors are about +2%. Theoretical uncertainties caused by distortions,
two-body currents, and the like have also been analyzed. These results suggest
that the total theoretical and experimental uncertainty in future high-statistics
measurements will be small enough to provide a sensitive test of the predictions of
medium-induced changes in the form factor ratio made recently by the Adelaide
group [21]. The performance of the polarized source during the related measure-
ments on the free proton in E93-027 suggests that small statistical errors will be
possible with reasonable running times for nuclear targets.
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and transverse spectral functions for the |0py| = 0° setting ((Ppiss) = 60 MeV/c).
The calculations have been binned in the same manner as the data.

2.3 E91-026

Measurements of the Deuteron Elastic Structure functions at Large Q?

J. Gomez and G. G. Petratos, Spokespersons,
and
The Hall A Collaboration

JLab experiment E91-026 measured the deuteron elastic structure functions,
A(Q?) and B(Q?), up to large momentum transfers. It took data for 2 months
of beam time in the fall of 1997 using the JLab electron beam and the Hall A
spectrometer facility. The beam energy ranged from 0.5 to 4.4 GeV and the beam
current was as high as 120 pA. Incident electrons were scattered off a 15 cm
liquid deuterium target cell. Elastically scattered electrons were detected in the
electron high resolution spectrometer (HRSe). Recoiling deuterons were detected
in coincidence in the hadron spectrometer (HRSh). Both spectrometers used two
planes of scintillators for triggering and timing, and a drift chamber system for
particle tracking. HRSe was also equipped with a gas Cerenkov counter and a lead-
glass calorimeter for electron identification. Coincidence events were identified
using time-of-flight between an electron trigger and a recoil deuteron trigger.
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Figure 25: The deuteron elastic structure function A(Q?) from JLab experiment E91-026
compared to RIA and RIA+MEC theoretical calculations. Also shown are previous SLAC
data.

The A(Q?) elastic structure function has been extracted in the range 0.7 <
Q? < 6.0 (GeV/c)? from cross section measurements at forward angles. Measure-
ments of the cross section at a backward angle (144.5°) enabled separation of the
B(Q?) elastic structure function by means of a Rosenbluth separation in the range
0.7 < Q? < 1.4 (GeV/c)?. A letter describing the A(Q?) results was published
in Feb. 1999 [20]. Details on the experiment and references to previous data and
theoretical calculations are given there.

E91-026 has significantly extended the Q? range of the previous A(Q?) SLAC
measurements, as shown in Fig. 25, and has measured a record low cross section
in electron-nucleus scattering: the average cross section for the highest Q? point
(measured with two different beam energies) is approximately 2x10~*! cm?/sr.
The JLab data continue the trend of the SLAC data: they are indicative of a
smooth A(Q?) fall off with Q2 and do not exhibit any diffractive feature. The
double-dot-dashed and dot-dashed curves in Fig. 25 represent the relativistic im-
pulse approximation (RIA) calculations of Van Orden, Devine and Gross (VDG)
and Hummel and Tjon (HT), respectively. The VDG curve is based on the Gross
equation. The HT curve is based on a quasi-potential approximation of the Bethe-
Salpeter equation. Both groups have augmented their models by including the pmy
meson-exchange current (MEC) contribution. The magnitude of this contribution
depends on the pmy coupling constant and vertex form factor choices. Although
our data favor the VDG RIA+MEC calculation, a complete test of the RIA+MEC
framework will require improved /extended measurements of the nucleon form fac-
tors and of the deuteron B(Q?).
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totic pQCD prediction arbitrarily normalized to the data at Q> =4 (GeV/c)>.

At sufficiently large Q? the deuteron form factors are expected to be calcu-
lable in terms of only quarks and gluons. Quark dimensional-scaling (QDS) pre-
dicts that the underlying dynamical mechanism during elastic electron-deuteron
scattering is the rescattering of the constituent quarks via the exchange of hard
gluons, which implies for the “deuteron form factor”, Fy(Q?) = /A(Q?), that
Fy(Q?) ~ (Q%) 5. Perturbative QCD (pQCD) introduces only slowly varying
logarithmic corrections with @Q? to the QDS prediction. Fig. 26 (top) shows our
measured values of F;(Q?) multiplied by (Q?)°. It is evident that our data show
an approach to a scaling behavior consistent with the power law of QDS and
pQCD. Figure 26 (bottom) shows values for the “reduced” deuteron form factor
f4(Q?) = Fy(Q?)/F%(Q?/4), where the two powers of the nucleon form factor
Fn(Q?) = (1 + Q?/0.71)2 remove in an approximate way the effects of nucleon
compositeness. Our f4(Q?) data appear to follow, for Q2 > 2 (GeV/c)?, the
asymptotic Q2 prediction of pQCD.

The B(Q?) data analysis is still in progress. Preliminary B(Q?) data are shown
in Fig. 27. It can be seen that E91-026 has provided precise data that will put
severe constraints in the parameters of the few-body “standard model” framework
based on the impulse approximation and meson-exchange currents. The B(Q?)
analysis is expected to conclude by the end of next month. A letter summarizing
the B(Q?) results will be submitted for publication in a few months.
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Figure 27: JLab E91-026 preliminary results for the deuteron B(Q?) compared to RIA
and RIA+MEC theoretical calculations (curves are as in Fig.  25). Also shown are
previous Saclay, Bonn, and SLAC data.

2.4 E93-027

Electric Form Factor of the Proton by Recoil Polarization

C.F. Perdrisat, M.K. Jones, V. Punjabi, Spokespersons
and
The Hall A Collaboration

This experiment received 7 weeks of beam time between May and August,
1998. The ratio Ggp/Grp was measured at 8 values of Q?, the 4-momentum
squared, between 0.5 and 3.5 GeV2. The data have been fully analyzed, and a
Phys. Rev. Lett. paper has been submitted and accepted [22]. The results are
also given in Table 15 below. The results can also be seen in Fig. 28. One can
clearly see that above Q%=1 GeV?, the uG Ep/ G up ratio is falling consistently,
where earlier data had been more suggestive of a constant ratio. One notices
immediately that the precision of the data compared to previous measurements is
much higher, particularly at Q% > 1.5 GeV?.

The data from E93-027 have dramatically improved our knowledge of the pro-
ton electromagnetic form factors up to Q?=3.5 GeV2. However, it should be
pointed out that precision measurements of all four elastic form factors of the
nucleon are required to test theories of the strong interaction. Over the Q? range
available at JLab, Gy is known quite well, but Gg, was not until the results of
JLab E93-027; the neutron form factors will be measured in other experiments at
JLab in the near future.
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Table 15: The ratios (1yGEp/G vy from this experiment.

< Q2 > E, Hp ,UJ;DGEp/GMp O stat Osys
GeV? GeV | degrees
0.49 0.934 45.3 0.966 0.022 | 0.011
0.79 0.934 30.8 0.950 0.015 | 0.017
1.18 1.821 40.4 0.869 0.014 | 0.027
1.48 3.395 46.5 0.798 0.033 | 0.035
1.77 3.395 42.9 0.728 0.026 | 0.047
1.88 4.087 43.4 0.720 0.031 | 0.060
2.47 4.090 37.7 0.726 0.027 | 0.062
2.97 4.087 33.6 0.612 0.032 | 0.056
3.47 4.090 29.9 0.609 0.047 | 0.045

We have seen an unexpected and significant difference in the Q? dependence
of the magnetic and electric form factors of the proton. Extending the Q? range
beyond 3.5 GeV? will further map the electric form factor into a transition region
where subnucleonic degrees of freedom are becoming increasingly important. In-
deed, at the January, 1999, Jefferson Lab PAC, a new proposal to continue the
measurement of the ratio of the electric to magnetic form factors, Gg,/Gnrp, up
to a Q2 of 5.6 GeV? using the recoil polarization method was approved for 28 days
of running (E99-007).
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Figure 28: (a) The ratio p,Grp/Gup from this experiment, compared with theo-
retical calculations; the absolute value of 0sys is shown by the shaded area. (b) The
ratio QZng/Flp for the same data, compared to the same theoretical models as in
3a and world data; symbols are [23](Upward Triangles),[24](Bozes),[25](Left Tri-
angles), [26](Circles),[27](Right Triangles), [28](Diamonds), [29](Asterisks), and
[30](Downward Triangles).

2.5 E94-010

A Measurement of the Neutron (*He) Spin Structure Functions at Low Q?; a
Connection Between the Bjorken and GDH Sum Rules

G.D. Cates
and
The Jefferson Lab E94-010 Collaboration

Experiment E94-010 successfully took data between September 25 and Decem-
ber 24, 1998. The physics goals of the experiment are summarized by the title
of our original proposal: “A Measurement of the Neutron (*He) Spin Structure
Functions at Low Q?; a Connection Between the BJ and GDH Sum Rules”. The
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experiment was designed to study spin asymmetries in the scattering of polarized
electrons from a polarized *He target through a wide range of both invariant mass
W and Q?. The data provides a first glimpse of spin structure below the deep
inelastic regime, and a measurement of the “extended” Gerasimov-Drell-Hearn
(GDH) Sum Rule in the range 0.2 < @? < 1.0. Because the GDH sum rule makes
a hard prediction for the real photon Q%> = 0 point, and because the extended
GDH sum rule can be related simply to the first moment of the longitudinal spin
structure function g;(z, Q?), our measurement lends itself to definite predictions
in a Q2 regime that is often considered unwieldy from a theoretical perspective.
Recent results by Ji and Osborne, for instance, provide a definite framework for
extending the GDH sum rule beyond the Q% = 0 point, as well as presenting a
leading order result using Heavy Baryon Chiral Perturbation Theory [31]. More
theoretical results appear to be forthcoming.

Technically, our experiment established several important precedents for Jeffer-
son Laboratory. Ours was the first experiment to utilize the polarized 3He target.
Indeed, a great deal of our collaboration’s efforts went into the construction of
this target. At a length of 40 cm and a density corresponding to 10-12 atm., the
polarized 3He target is the thickest polarized 3He target that has been used in an
electron scattering experiment. Also, despite beam currents as high as 15 A, the
target polarization was maintained at 32-40% throughout most of our data taking.
A more complete description of the target is contained elsewhere in Section 1.5.

Our experiment was also the first to utilize a strained GaAs cathode in the
polarized electron gun. The beam polarization was roughly 70%, and availability
was excellent. With beam currents that were often in the 10-15 A range, and
the high polarizations, the quality factor of the electron beam was the best that
has ever been achieved in the world.

Since we were studying inclusive electron scattering, we used both the electron
and hadron arms for the detection of electrons. Because we had a reasonably
large pion background for some of our kinematic points, we built and commis-
sioned for this experiment a new shower counter for use in the hadron arm. In
this configuration, the rate at which we could acquire data was sometimes limited
by the data acquisition system (DAQ). For this reason, a second DAQ was com-
missioned. When running both DAQ’s simultaneously, we were able to acquire
data at roughly 5K events/second.

Data were collected at six energies: 862 MeV, 1720 MeV, 2591 MeV, 3384 MeV,
4240 MeV, and 5070 MeV. We note that two new energy calibration schemes were
commissioned during our experiment, one based on e — p scattering, and the other
based on measurements using the arc magnets that lead into the hall. Because
of the wide range in W and Q? covered by our experiment, we used 69 separate
momentum settings. All measurements were made at a scattering angle of 15.5°.
The beam was in use for 1062 hours, resulting in roughly 2300 separate runs.
Our data provide reasonable coverage from the quasielastic peak, through the
resonance region, to the lower end of the deep inelastic regime.
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While our data are voluminous, we recorded over 5 terabytes, the analysis is
proceeding nicely. We have studied many issues, including scintillator efficiencies,
Cerenkov efficiencies, and the spectrometer optics. In fact, we used some of our
beam time to acquire the most complete set of optics data to date using 7 carbon
foils. A good understanding of the spectrometer optics is important to us as we will
be extracting absolute cross sections from our data. Asymmetries are generally
easier to extract, and we have already presented the raw asymmetries from the first
pass of our data at several conferences. The asymmetries show rich structure, with
large asymmetries corresponding to the A, and pronounced asymmetries at higher
resonances as well. We are currently working on radiative corrections, acceptance
corrections (which are complicated by the large number of kinematic points), and
deadtime corrections, just to name a few. The target polarization was monitored
during the run using an NMR system. The NMR system, in turn, is calibrated
using two techniques. One, relying on the comparison of the *He NMR signals
with the NMR signals of thermally polarized water, is almost complete. A second
independent calibration method relying on a comparison of *He NMR signals with
electron paramagnetic resonance (EPR) signals from rubidium, is still in progress.

With work on many aspects of the analysis nearing completion, we expect to
do a second pass on our data relatively soon. We expect to submit our first results
for publication during the winter of 1999-2000. We note finally that five students
will be receiving Ph.D.’s for work related to £94-010.
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2.6 E95-001

Precise Measurement of the Transverse Asymmetry in Quasielastic 3ﬁe(é’, e¢') and
the Neutron Magnetic Form Factor

J.-O. Hansen, Jefferson Lab
and
The Jefferson Lab E95-001 collaboration

We have measured the transverse asymmetry Ag in 3I-fe(é’, ') quasielastic
scattering with high statistical precision for Q2-values from 0.1 to 0.6 (GeV/c)?.
The data are expected to allow extraction of the neutron magnetic form factor

"y with an uncertainty similar to that of recent experiments on deuterium. Data
analysis is currently in progress.

2.6.1 Introduction

The precise determination of the neutron magnetic form factor, G};, has been the
focus of much recent experimental activity. Partly, this has been driven by the
fact that accurate data on G}, are required for experiments designed to measure
the neutron electric form factor G'% and for parity violation experiments that plan
to extract strange nucleon form factors. Moreover, G}, is a fundamental quantity
interesting in itself, describing the distribution of magnetism inside the neutron.
Accurate knowledge of G}, (as well as of the other nucleon form factors) allows
sensitive tests of nucleon models.

Most information on G, has come from unpolarized electron scattering on
deuterium (see e.g. [32]). In the past, the precision of such experiments was limited
to ~20% at low Q? due to large subtractions and theoretical model uncertainties.
Recently, however, measurements of the cross section ratio d(e,e'n)/d(e, e'p) [33,
34] have provided for the first time data with uncertainties of <2% for momentum
transfers Q2 from 0.1 to 0.8 (GeV/c)? [34]. While this precision is excellent, the
results of these experiments are not fully consistent (cf. Fig. 29), and further data
are desirable to clarify the situation.

An alternative approach to a precision measurement of G7%, is the inclusive
reaction 3He(€, ¢) [35]. Polarized He is a good candidate for an effective neutron
target because its ground-state wave function is dominated by the S-state in which
the proton spins cancel and the nuclear spin is carried by the neutron. The
polarized part of the e->He cross section is thus expected to be dominated by the
contribution from the neutron. Unlike (e, €'n) coincidence experiments, sensitivity
to the neutron responses arises directly from the physics of the target nucleus.

Compared with deuterium experiments, this technique employs a different tar-
get and relies on polarization degrees of freedom. It is thus subject to completely
different systematics. In quasielastic kinematics, the spin-dependent transverse
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Figure 29: The neutron magnetic form factor G, in units of the standard dipole
parameterization, p,Gp, in the low Q? region, as determined in recent measure-
ments: Markowitz et al. [32] (open diamonds) using d(e,e'n); Bruins et al. [33]
(squares) and Anklin et al. [34] (triangle and solid diamonds) using the ratio
d(e,e'n)/d(e, e'p); and Gao et al. [35] (circle) using *He(é,¢'). The expected pre-
cision of E95-001 is shown as error bars marked by crosses.

asymmetry Agv [35,36] in *He(é, ¢') is essentially proportional to (G%)?, and cal-
culations of A7 depend only weakly on the details of the *He nuclear ground state
and the reaction mechanism, as has been shown in recent theoretical work [37-40].
Thus, a measurement of A7 is suitable to extract G7;.

2.6.2 Experiment

Experiment E95-001 was carried out in January and February 1999. A7 was
measured for Q%-values from 0.1 to 0.6 (GeV/c)? in steps of 0.1 (GeV/c)?. A lon-
gitudinally polarized CW electron beam of 70% polarization and 10 4A cw current
was incident on a high-pressure 3He gas target of density 2.5x102° nuclei/cm?® po-
larized to ~30% via spin-exchange optical pumping. The beam energies were
0.78 and 1.73 GeV. Scattered electrons were detected with the high resolution
spectrometers. The elastic 3I—fe(é’, e) asymmetry was continuously monitored to
determine the product of beam and target polarizations with high accuracy. A
total beam charge of approximately 22 C was accumulated, resulting in a total
data set of 1.3 x 10? quasielastic events after background subtraction.

2.6.3 Expected Results

A statistical precision in A7 of better than 2.5% was achieved for each Q? point
in a £10MeV bin around the center of the quasielastic peak. This precision is
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better by about a factor of five that that of our previous experiment on He [35]
at Q% = 0.2 (GeV/c)2.

For the extraction of G"; from the data, we will use a state-of-the-art three-
body calculation that includes FSI and MEC effects. The Bochum-Krakow group
[40] is currently carrying out these calculations for our kinematics. The resulting
asymmetry values A7 as a function of G, will be convoluted with the experimen-
tal acceptances, and G}, will be determined using a best fit of A7/(G%,) to the
data in the vicinity of the quasielastic peak. Fig. 29 shows the expected precision
for G%;.

The data also allow a detailed analysis of the dependence of A7 on the electron
energy transfer v. The regions away from the quasielastic peak are expected to
be sensitive to details of the reaction mechanism. Thus, the shape of A7 (v) can
be used to constrain calculations that include FSI and MEC corrections.

The spectrometer momentum acceptance around the elastic peak was suffi-
ciently large to include the two-body and three-body breakup region. The result-
ing precision data of the *He asymmetry in this region should help refine few-body
physics calculations of the *He nucleus.

Data analysis is currently in progress and results are expected in late 1999.
The data will be the basis of the Ph.D. theses of W. Xu and F. Xiong (both MIT).
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2.7 HAPPEX
The Hall A Parity Experiment

P. Souder, J.M. Finn, Spokespersons
and
The Hall A Collaboration

The HAPPEX experiment was divided into two runs. The first run was com-
pleted in 1998 and the results were published in 1999. [41] The measured asymme-
try was consistent with A, , the value predicted in the absence of strange quarks.
The goal of the second run was to increase the precision of the result by a factor
of two.

During the second run, we have obtained an additional ~ 80 C, doubling our
total charge. However, for this data, the electrons originated from a strained GaAs
crystal and were ~70% polarized. The higher polarization implies that the new
sample has effectively three times the statistics.

Operation with the strained GaAs crystal provided some new challenges in
terms of controlling the systematic errors. First, the crystal has a large analyzing
power for linearly polarized light, as high as 10%. This causes imperfections in the
circular polarization of the laser light to result in large helicity-correlated intensity
differences. We added a rotating half-wave plate after the Pockels cell to control
the relative orientations of the relevant axes. With this modification, we were able
to control this systematic successfully in the same way we did for the bulk GaAs.

A second feature of the 1999 run was that the accelerator was simultaneously
delivering an intense beam to a second experimental hall. This second beam
tended to have a large correlation between helicity and intensity. Moreover, there
was a correlation between the position of the beam in our hall with the intensity
in the second hall. To solve the problem, we modulated the intensity of the laser
feeding the second hall to null the correlation. The end result is that the helicity
correlations in our beam, although larger than for our 1998 data, were still small
enough so that their contributions to the raw asymmetry are small compared to
the statistical error.

We are presently finalizing the analysis the 1999 data. Preliminary data on
the raw asymmetries as a function half-wave plate setting are given in Fig. 30.
The odd data sets are expected to have the opposite asymmetry as the even sets.
The data fits this pattern with a good value for the y2.

In addition, new data is becoming available on the electromagnetic form factors
that will reduce the uncertainty in the prediction for A,;. We anticipate that the
final result will have an uncertainty of about half that of the published value.
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Averages of Half Wave Plate Data Sets
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Figure 30: Raw asymmetries for sequential data sets. Odd numbered sets have a
negative sign due to the insertion of the half-wave plate.

63



2.8 E89-019, E94-102, E99-008

Polarization in Two-Body Photodisintegration of the Deuteron
and
Measurement of Polarization Observables in the p(y,p)m°® Reaction
and
Measurement of the Angular Distribution in the d(-y,p)n Reaction

R. Gilman, R.J. Holt, and Z.-E. Meziani, Spokespersons
and
The Hall A Collaboration

The constituent counting rules for high energy photoreactions, photopion pro-
duction from the proton and two-body photodisintegration of the deuteron, appear
to be approximately valid. As a test for the underlying reason for the agree-
ment with constituent counting rules, measurements of polarization observables
in deuteron photodisintegration and pion photoproduction from the proton are
now in progress.

2.8.1 Status of the Experiment

Three experiments are running together to optimize the use of beam time. The
three experiments [42-44] are E89-019: Polarization in Two-Body Photodisinte-
gration of the Deuteron, E99-008: Measurement of the Angular Distribution in
the d(v,p)n Reaction, and E94-012: Measurement of Polarization Observables in
the p(vy,p)7® Reaction. The experiment began on August 7, 1999 and up until
August 31, 1999 had received approximately two weeks of useful beam. The table
below indicates the kinematics that were completed up to August 31, 1999.
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Reaction E, (GeV) 6.y (deg) Quantities Measured

yp — 7°p 1.15 90 p,
120 p,
yd — pn 90 p,
yp — w°p 0.86 45  p,,C.,C,
60 pn7CI7CZ
7 pn,Cr,Cy
90 pn7CI7CZ
105  p,,C,C,
120 p,,C:,C,
vd — pn 90 p,,C:,C,
yp — w°p 1.67 45 p,,C.,C,
60 pnﬂcfE?CZ
75 pn7CI7CZ
90 pnﬂcfE?CZ
105  p,,C.,C,
120 p,,Cs,C,
vd — pn 90 p,,C.,C,
vp — T°p 4.1 7 pn,Ci,C,
90 pnﬂcfE?CZ
105  p,,C.,C,
120 p,,Cs,C,

Only induced polarizations could be measured at 1.15 GeV because the electron
beam was unpolarized. Cross sections can be extracted for all of the kinematic
settings in the table. Large-angle cross sections (E99-008) for the yd — pn reaction
were measured at a photon energy of 1.67 GeV during this time period.
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2.9 ES89-028

P.E. Ulmer, J.M. Finn, M.K. Jones, Spokespersons
and
The Hall A Collaboration

The goal of this experiment is to provide a test of the validity of deuteron
models by providing data on the recoil polarization observables in d(€e'p)n. In
addition to enhancing our understanding of the deuteron structure and reaction
mechanisms in (e, 'p), the information gained here will be critical in interpreting
the G, experiment of Madey et al. The Madey experiment employs an analogous
reaction, d(€'e’i)p, to extract the ratio of the neutron form factors G%/G%;,
assuming that the deuteron provides a source of essentially free neutrons. Various
calculations suggest that polarization transfer at quasifree kinematics is expected
to be free from the effects which have frustrated extraction of form factors in
Rosenbluth L /T separations, most notably final state interactions (FSI). However,
the G g, measurement cannot test the quasifree assumption. Experiment E89-028
can test this assumption by comparing measurements on hydrogen and deuterium
targets.

E89-028 ran from August 23 until August 31, 1999. E89-028 measured the
recoil polarization observables of the 'H(¢€e/f) reaction and the 2H(€'¢'p’) reaction
in quasifree kinematics (i.e. centered at zero recoil momentum) at the three Q?
points of the Madey experiment: 0.43, 1.0, and 1.61 (GeV/c)2. The ratio of the
transverse to longitudinal polarizations were measured to a statistical precision
of 3%, 2% and 4.5% for the three Q? points, respectively. Since the Madey ex-
periment will need to sample a fairly large range of recoil momenta (in order to
achieve the required statistical precision), it is also important to test the quasifree
assumption away from zero recoil momentum. Measurements were made of the
three polarization components of 2H(€¢e'p) at Q> =1 (GeV/c)? and centered at
recoil momentum of 160 MeV /¢ which spans the range of the Madey experiment.
The longitudinal and transverse components of the polarization were measured
to a precision of 5%. At this recoil momentum, the measurement of the normal
polarization, which is zero in the absence of FSI, will provide another constraint
for this important aspect of the theory.
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2.10 K+ AD
Test Measurement of K+ AD Photoproduction at 3.3 GeV

M. Liang, A. Afanasev, K. Baker, J. Calarco, J.-P. Chen, A. Deur, R. Gilman,
B. Humensky, X. Jiang, M. Jones, G. Kumbartzki, K. McCormick, S. Malov,
J. Mitchell, L. Morand, C. Perdrisat, D. Prout, V. Punjabi, R. Ransome,
D. Relyea, S. Strauch, L. Todor, B. Wojtsekhowski

The first polarization measurement of a photoreaction at high —t was obtained
from a test done in April 1999. Photo- and electro-production polarizations appear
to be different. The polarizations extracted from both the entire decay cone and
half of the A? decay cone are consistent with each other. Cross sections and
polarizations agree reasonably well with the diquark model predications.

KT A photoproduction is a reaction where the induced polarization for ener-
gies above 3 GeV and —t > 1 (GeV/c)? can be studied. Since our experimental
knowledge of exclusive photoreactions in this regime is extremely limited, we first

proposed KTA? photoproduction above 3 GeV in 1998 [45]. One concern ex-
pressed by PAC14 was the use of beam time to measure the electroproduction
background - the electroproduction rates are calculable, and electro- and photo-
production are expected to have the same polarizations. Also we wanted to check
the technique we proposed to extract the A® polarization from half of the A decay
cone.

A test measurement was done with the two high resolution spectrometers. The
circularly polarized photon beam was produced with a 100% duty cycle, 20 uA,
3.362 GeV electron beam with 67.4% polarization hitting a 6% Cu radiator. The
radiator was placed ~0.73 m upstream of the 15 cm LHy target. Both spectrome-
ters were set for detecting positively charged particles: Kt from y+p — KT+ A°
in HRSe and p from A° — 7~ 4 p in HRSh. The test measurement was done at

91 = 90°, which corresponds to —t = 2.41 (GeV/c)?.

During the test, we found more (77 p) events than anticipated. These events
could not come from two-body reaction channels such as

y+p = Al4p, A" 4p

or v+p—=p"+p, P+

The phase space of these reaction channels does not fully overlap the (KTA°)
channel; rather, it may come from

y+p = +p, O =+t a0,
where the three body decay of w® can cover the phase space of the (K+A9) reaction.
Without an aerogel detector in place during the test, singles kaons could not
be separated from the large 7+ background. However, a coincidence time-of-flight

resolution of 1.3ns FWHM made it possible to identify coincidence (K*p) events,
which could come either from K+ + A or from K+ + £Y. A further cut on
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reconstructed photon energy can distinguish these two channels. A Monte-Carlo
simulation showed that by using K+ A° kinematics the end point of recontructed
photon energy for K+ + X0 channel is 140 MeV lower than K + A" channel. A
further cut on missing mass ensures that only K+ + A is selected.

As the untagged bremsstrahlung beam is accompanied by electrons, the radia-
tor measurement included both electro- and photoproduction. We also measured
electroproduction only without the radiator, to find out whether we can rely on
theory to calculate the electroproduction background. It is assumed that elec-
troproduction has the same distribution as photoproduction. However, little is
known experimentally, especially in the GeV range.

The c.m. kaon production cross sections, (%);m, for radiator in and radiator
out measurements are 3.28 + 0.11 and 1.346 £ 0.074 (nb/sr), respectively. This
results in a K +A? photoproduction cross section of 1.9340.13 (nb/sr). The ratio of
the total cross section of radiator in to radiator out is 2.44+0.16, in agreement with
the predicted ratio of 2.4. However, the average ratio of each setting is 3.07 £0.26.
The difference between the average ratio and the ratio of total cross section can
only be explained if the polarization of electroproduction and photoproduction

is different.  The KtA°? photoproduction cross section scaled by s is shown

in Fig. 31, together with previous measurements at 4 and 6 GeV, and with the
calculation from diquark model and Non-Forward Parton Distribution (NFPD)
model. The PQCD calculation is very close to the NFPD calculation. Note that
even with only ~1000 counts of coincidence K *p events, the uncertainty of these
data is significantly smaller than of previous measurements.

It is surprising to see that our data at 3.3 GeV scales with 4 and 6 GeV. Carlson
and Chachkhunashvili [46] observe that constituent counting rules generally work
in photoreactions for photon energies above 4 GeV and —t > 3 (GeV/c)2. Since we
have only one data point, no definite conclusion can be drawn at this point. Our
data also seem to favor the diquark model over NFPD, which probably indicates
significant soft contributions in this region, beyond the hard scattering calculated
in the NFPD model.

The results of our cross section measurement makes the polarization mea-
surement even more interesting. No polarization has ever been measured in this

kinematic regime. The A” decay is self-analyzing with proton distribution in A°

rest frame given by

do
(d_Q)p = 09(1l + APcosO),

where A = 0.642 is the analyzing power, P is the amplitude of A? polarization,
and © is the angle between the out-going proton and A° polarization. There are

three recoil A” components[47]. The component normal to the reaction plane P,
results from the induced polarization: P, = P, that component in the direction of
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Figure 31: Cross section for K+ production compared to previous data and existing
theories.

the A momentum P}, and the in-plane component perpendicular to the direction
of the A° momentum P; are both spin transfer components that depend on the
photon helicity: P, = hC,, P, = hCy, where h is the photon helicity, C, and C,
are the longitudinal and transverse spin transfer, respectively.

Our measured polarization components are shown in Table 16. The big uncer-
tainties in the C, and P components are due to the poor statistics, which affected
the determination of the azimuthal angle the most. Nevertheless, the difference in
the polarization for radiator in and radiator out measurements is apparent. This
agrees with the observation in the cross section ratio of radiator in vs. radiator
out.

The polarizations extracted with data from the whole decay cone and from
half of the decay cone agree within uncertainties. This will enable us in the future
to measure half of the settings, which will reduce the overhead time, and at least
double the statistics in each setting for the same running period.

If helicity is conserved, we expect P = C, = 0. C, varies from -1. to 1.
depending on the model. If only P vanishes, it indicates amplitudes are real,
whereas if only C, vanishes, it indicates amplitudes are imaginary. No absolute
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Table 16: A° polarization measured for radiator in and radiator out runs. Results
are extracted for whole and half decay cone.

‘ cone ‘ H Radiator in ‘ Radiator out ‘
C, || -0.71940.126 | -0.0075+0.216
whole | C || -0.298+0.170 | -0.771+0.326
P || -0.628+0.139 0.2361+0.561
C, || -0.761+0.109 | 0.0024+0.228
half | C, || -0.594+0.161 | -0.73140.626
P || -0.260+0.265 0.14440.594

conclusion on P and C,, can be drawn from the data due to the large uncertainties,
especially in the radiator out measurement. Due to the limited statistics, we did
not attempt to do polarization extraction for photoreaction only (radiator in -
radiator out). However, the big C, for the radiator in and small C), for the radiator
out measurement indicates that the C, for the radiator in measurement is mostly
due to the photoreaction. This result agrees well with the diquark calculation, as
shown in Fig. 32.

Our test measurement has provided, for the first time, the polarization of a
photoreaction at high —t. Both the cross section and the polarization prefers
the diquark model, indicating the dominance of soft contributions in this energy
regime. It will be interesting to see how this situation will change at higher
energies.

The different polarizations of K+A? electro- and photoproduction observed
both in polarization and cross-section ratio indicate that we cannot only rely on
the theoretical calculation of the electroproduction background. The agreement
between the polarizations extracted from the whole and half of the A® decay cone
confirmed the technique we proposed in [45] that by measuring only half of the
decay cone one could get the same information.
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Figure 32: Longitudinal A polarization.

2.11 E99-114
Real Compton Scattering

B. Wojtsekhowski
and
The RCS and Hall A Collaborations

Since the approval of the E97-108 proposal, Real Compton Scattering (RCS)
has made great strides both in theoretical development and in the preparation for
the experiment. We list below a short list of important milestones.

e Theoretical links were established between RCS, DIS, and elastic electron-
proton scattering in the context of skewed parton distributions [48].

e A “proof-of-principle” for our proposed technique of using a mixed electron-
photon beam with a bare photon calorimeter and veto detector was demon-
strated (July 1998).

e The energy and position resolutions of the lead glass calorimeter at RCS
luminosity and background was demonstrated and documented in the RCS
collaboration reports of the 1998 and 1999 test runs.
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e The YerPhl collaborators contributed 725 lead glass modules and PMTs for
construction of the photon arm of the RCS experiment.

e Calculations of the polarization transfer were done in soft overlap approach
[49] and in pQCD approach [50]. with dramatically different results.

e PAC16 approved updated RCS proposal E99-114 with A- rating and added
beam time for polarization transfer measurement.

e Most of the DAQ electronics were ordered.

e Design of the lead glass-PMT assembly was completed and construction
begun.

e Prototype MWPC was designed and constructed by UGa and Duke. Tests
of the MWPC during July/August 1999 run show stable operation and ef-
fectiveness of the MWPC under typical RCS running conditions.

e Prototype Lucite veto detectors were built by UIUC and UNH and tested
July-August 1999 run. Results show stable operation under typical RCS
running conditions with excellent electron rejection. Final design of the
actual detector will be completed shortly.

e The overall layout of the experiment has been finalized and a detailed design
has begun.

2.11.1 Introduction

One of the primary motivations for E99-114 is to explore links among the processes
of RCS and deep inelastic and elastic electron scattering from the proton. Calcu-
lations [48] using the soft overlap approach provide a theoretical framework for a
description of all three processes in terms of skewed parton distributions (SPD).
Using a particular model for the SPD that is highly constrained by the known
parton distribution functions (DIS), he successfully account for existing RCS and
form factor data. This suggests that dominance of the purely pQCD mechanism
requires considerably larger s, ¢ values than presently accessible at JLab (~ 5—10
(GeV/c)?). An important consequence of the soft overlap approach is the fac-
torization of the RCS cross section into the Klein-Nishina (KN) cross section for
scattering from a point Dirac particle (the struck quark) and a form factor R(%)
which contains all the important structure information:

dorcs = dogn * R%(t) (3)

This expression leads to the (approximate) s-independence of the ratio do/do g N
at fixed t, a prediction which is distinctly different from that of the purely pQCD
mechanism and which can be tested experimentally (see Fig. 33). R(t) is similar to

72



but different from the Dirac form factor Fi(¢). In particular, in RCS the u—quark
contribution is greatly enhanced compared to electron scattering because of the
two photon vertices, thereby suggesting the use of RCS for flavor decomposition of
the proton structure. Moreover, Radushkin’s model for R(t) leads to an effective
scaling power for do/dt(0.y,) which is different from the asymptotic scaling law
predicted by pQCD and which can also be tested experimentally (see Fig. 34).

O'/O'KN o
1 F Radyushkin
&SP O  E99114 expected
0.8 \\ 8 ; [ ] Cornell
S e
£
0. 6 & 9:) 7 -
\ = 6.5 i n
0. af g S ST $ do/ dt =A/ s p
hanélbag 6 +
0.2 S5 F
5 5;) G‘O 7‘0 B‘O 9‘0 1(‘)0 110 120
o Oy ded
8 9 10 11 12 13
s (GeY) Figure 34:  Scaling of the RCS cross
) . section as a function of O.p,. The full
Elgure 33: Ratio of the RCS cross sec- circles are the Cornell data. The open
tion to KNfO_?" —t=>5 GeV? as a function circles represent the projected precision
of s. The points show expected data for from our project. For the pQCD mecha-
E99-114. nismn =6 .
Radyushkin’s work was extended [51], leading to the result:
dones = doscn » (fy B (1) + (1— fy) R34 (1) (@

where the additional term contributes ~ 10% to the cross section at our kine-
matics. Diehl revealed a new formfactor R4, accessible in polarization transfer
experiments as first suggested by M.Diehl [49].
do
LL dorn

= fpRy(t)Ra(t) (5)

Numerical results show that at large s and ¢ Apr(0cm) looks qualtitatively similar
to the KN result and very unlike that of the pQCD prediction, where even the
sign is different (see Fig. 35). One goal of E97-114 is to test this prediction.

The proton structure is contained in the form factors, Ry and R4, which
have a simple physical interpretation. The combination |Ry (t) + Ra(t)|? is the
probability that a photon can scatter elastically from the proton by transferring
t to a single active quark whose helicity is oriented in the direction of the proton
helicity. Similarly |Ry () — Ra(t)|? is the probability that the active quark has
helicity opposite to that of the proton.
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2.11.2 Proof of Mixed Beam Applicability

A crucial point of E97-114 is the high luminosity, about 300 times the luminosity
of previous RCS measurement at Cornell. Test run data demonstrated a clean
identification of Compton scattering. An experimental check of radiation damage
of the lead glass used in the photon calorimeter under RCS radiation conditions
shows a factor ~ 10 in the radiation budget before light transmission in the glass
will degrade.

Fig. 36 shows the counting rate of the calorimeter at different threshold levels
for one of RCS kinematics measured during the August run. At proposed threshold
of 1 GeV the rate of the full scale Photon Arm is expected to be ~ 50 kHz.

The test run results are shown in Fig. 37 and Fig. 38. The data shown include
endpoint runs without radiator and off-endpoint runs with the radiator. For all
runs, the beam energy was 3.317 GeV and the calorimeter angle was at 35.0°.
The analysis of these data relies on the difference 0@” — 0;” = A# (the difference
of the in-plane angle from calorimeter measurement and ep kinematic prediction)
and 9,‘;“t — 91‘;1” = A¢ (out-of-plane angle difference).

In Figs. 37 and 38, various cuts were applied to A# for endpoint and off-
endpoint data, respectively.

Considering first the off-endpoint case, Fig. 38, the upper-left plot shows all
coincidence events. The peak at the center is primarily due to ep scattering and
secondarily to RCS, whereas the continuum is due to 7° decay photons. For the
middle-left plot, a cut is made requiring that the in-plane angle 8 be close to that
expected for two-body kinematics —0.01 < Af# < 0.01; this clearly enhances the
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central peak. The lower-left plot in addition requires a signal in the veto detector,
therefore picking out the ep events.

The right plots select on the events that do not pass the veto cut; this should
give only photons if the veto detector is 100% efficient. In reality there are still
electrons present which we must take into account later. An anti-cut on A# (called
peripheral theta) is shown in the middle-right and preferentially picks out the 7°
decay photons, whereas a theta-central cut (lower-right, —0.01 < A# < 0.01)
selectively enhances the RCS events, with some continuum mixed in.

Roughly, the events above the horizontal line in the lower-right plot represent
RCS events plus the contamination of ep due to the inefficiency of the veto detec-
tor. To estimate the contamination, we look at the endpoint data, Fig. 37. The
lower-left are the events that passes the veto and central theta cut, and therefore
should be all electrons. The lower-right are the events that pass the central 8 cut
but failed the veto cut. These are the electrons that veto detector failed to detect.
The number of events of veto-not-detected to veto-detected is 183/2407 = 0.076.
The veto efficiency is therefore 2407/(2407+183) = 93%. The dead time of the
front end electronics is a major contributor to efficiency loss.

Now refer to Fig. 38, the lower-left plot. There are 291 events. Due to the
veto-inefficiency, there will be approximately 291*0.076=22 electrons appearing
on the lower-right plot. The number of events above the solid horizontal line is
49. 22 out of 49 are electrons, therefore the remaining 27 are the RCS. From the
Cornell RCS cross section data we roughly estimate about 35 events (see the RCS
proposal, page 33, Table 2), which is reasonable.
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Scheme of RCS Experiment 99-114
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Figure 39: Schematic view of the RCS Photon Arm detectors.

The deflection magnet ( see Fig. 39 ) will provide an additional tool to eliminate
ep events - they will be shifted in A# correlation by 20 mrad.

2.11.3 Layout of the Experiment

The main part of DAQ electronics will be located on the service platform of the
high momentum HRSe where the hadron detector package will be moved in late
summer 2000. The photon calorimeter with the veto detectors will be mounted
on the detector platform. The small weight of the (unshielded) detector platform
allows the overhead crane to be used for repositioning for each kinematic point.
A three-dimensional presentation of the layout is shown in Fig. 39.

The calorimeter consists of 32 layers, each having 22 lead glass modules. Each
calorimeter module is a 40 x 40 x 400 mm lead glass block of type TF-1. Light is
detected by a 34-mm diameter PMT of type FEU-84-3. Each module is wrapped
with one layer of an aluminized mylar and one layer of black tedlar. BC-630 optic
grease is used for optical coupling between lead glass and PMT. Each PMT has
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a magnetic shield. The front face of each module is open to provide for optical
calibration and UV curing. A titanium flange glued to the lead glass is used for
coupling the PMT housing to the lead glass block. The housing has a spring
which provides a permanent load of 8 1bs along axis of the PMT. The results of
calorimeter test are shown in Fig. 40 (see 1999 RCS internal report).

A standard configuration of the proton spectrometer with FPP will be used.
The recently constructed SO counter will be used to generate a fast proton signal
for the coincidence logic in the photon arm DAQ. The angular resolution in the
proton momentum reconstruction and accuracy of the vertex reconstruction in the
target are very important parameters for indentification of Compton events. At
large proton momentum, scattering in the target and HRS windows contribute
only about 0.5 mrad. Moreover, the photon arm angular resolution will be better
than 1 mrad. Therefore the overall angular resolution will be dominated by the
intrisic optics of the HRS. Since the largest proton momentum is the maximum
of the HRS dipole (~ 4.5 GeV/c), optimization and calibration of the optics will
need special attention in the near future.

The extension of RCS for higher beam energy was presented at the “CEBAF
at 12 GeV” workshop and the “Exclusive Reactions” workshop [52].
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