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1 Introduction

1.1 Introduction

2004 turned out to be again a quite taxing year for Hall A. The year started
auspiciously, with both septa installed on the pivot, superconducting and trained
to ∼350 A, a current high enough to run all experiments scheduled for 2004,
the hypernuclear spectroscopy experiment E94-107 (Frullani, Garibaldi, LeRose
and Markowitz) and both HAPPEx experiments, E99-115 (Kumar and Lhuillier)
and E00-114 (Armstrong and Michaels). Then, on January 28, a few weeks into
running E94-107, a cryo-leak developed in the third quadrupole of the left HRS
spectrometer. The leak, probably induced by the forced warm-up after Hurricane
Isabel, was so large that Q3 could not be kept superconducting and hence the run
had to be aborted. It was decided to replace the waterfall target by the cryotarget,
simultaneously with repairing the leak in Q3, in order to regain some of the time
lost. As a result of this, further hypernuclear spectroscopy on 16O (which requires
the waterfall target) had to be postponed to a future run. Thanks to the heroic
(and professional) efforts of the technical support crew the Hall was ready to take
beam again on April 15.

Until May 16, E94-107 collected high-quality hypernuclear data on 12C and
9Be, supported by the excellent beam properties, both in energy spread and energy
stability, and by the successful operation of the newly installed RICH detector. We
then took advantage of the available instrumentation (septa, cryotarget and RICH)
to successfully run E04-012 (Reimer and Wojtsekhowski), a high-resolution search
for penta-quark partners, for two weeks. The next setback occurred when it was
discovered that the right septum quenched at a beam current of ∼ 35 µA on the
20 cm long racetrack target cells. Because of this the two HAPPEx experiments
could only acquire 10% of the total statistics in the beam time allocated. Still,
this resulted in a measurement of a quality comparable to that of the available
results from the Bates SAMPLE experiment and of the Mainz A4 experiment.
In August and early September the septa were removed from the pivot and the
instrumentation for the DVCS experiments, E00-110 on the proton (Bertin, Hyde-
Wright, Ransome and Sabatié) and E03-106 on the neutron (Bertin, Hyde-Wright,
Sabatié and Voutier), was successfully installed. Both these experiments collected
high-quality data through Thanksgiving. In December, the installation of BigBite
and its associated instrumentation was completed in preparation for running E01-
015 (Bertozzi, Piasetzky, Watson and Wood), measuring triple coincident (e,e’pN)
events from 12C in a study of short-range correlations.

At the time of writing this report, Ed Folts and his crew had discovered and
removed a contaminant (a wad of tissue covered by plastic tape) in the helium
lines of the right septum. Further tests, however, have indicated that this was
not the last problem remaining in the right septum. The schedule for 2005 shows
that E01-015, E94-107, E99-115 and E00-114 will be run to completion, followed
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by the installation of the instrumentation for E02-013 (Cates, McCormick, Reitz
and Wojtsekhowski), a measurement of Gn

E at high Q2.
Notwithstanding these setbacks in running experiments because of the septum

magnets, the research program in Hall A remains extremely productive.
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2 Standard Hall A Facilities

2.1 New Hall A Beamline Instrumentation

Contributed by A. Saha and A. Freyberger

2.1.1 Beam Position Detector (Pavelometer)

The Pavelometer is a radiation-hard position monitor located at the entrance
to the Hall-A and Hall-C dump. The concept and design were done by Pavel
Degtiarenko of the RadCon group here at JLab. The device consists of two CVD
silicon carbide plates, 50× 200× 0.25 mm3 which are read out at each end.

Silicon carbide is a semiconductor and the resistance of the plates is a function
of temperature. In addition the plates act similar to a thermocouple and produce
a potential when there is a temperature gradient across the plate. The extraction
of the beam position has been complicated by the fact that there is cross-talk
between the plates and that the calibration constant appears to be a function of
beam current. The goal is to get a position measurement with a few mm accuracy
at currents above a few µA.

Figure 1 shows the prototype detector, while Fig. 2 shows data from the Hall-
C Pavelometer, comparing the X,Y beam position as measured with the dump
viewer [green] with that as measured by the Pavelometer [red].

2.1.2 Beam Energy Spread Monitoring (SLI Monitor)

Several pieces of instrumentation have been installed in the end-station beam-lines
to measure and monitor the beam energy spread during experiments. The instru-
mentation includes wire scanners, optical transition radiation (OTR) monitors and
synchrotron light interferometers (SLI). Table 1 lists this instrumentation and its
respective properties. Of this, the SLI monitor is new and will be described here.
See Ref. [ 1] for a more detailed overview of all monitors.

Device Current range Beam Interaction Measures
Harps/Quad Scan ≤ 20µA Invasive σE/E.α, β, γ

OTR 8 to 180 µA Slightly Invasive σbeam

SLI 20 to ∞µA Non-Invasive σbeam

Table 1: Table of operating range and capabilities of the three energy-width
measuring devices.

The transverse beam size, σbeam, measured in a dispersive location has two
sources:

σbeam =
√

σ2
β + σ2

δ ,
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Figure 1: A photo of the prototype Pavelometer.

where σβ =
√

εβ is the betatron size and σδ is the size due to dispersion. The
energy spread is σE

E0
= σδ

D , where D is the local dispersion. Ignoring the betatron
contribution (which is safe to do when σβ

σδ
<< 1) the upper limit on the energy

spread is:
σE

E0
<

σbeam

D
.

When the beam has a small energy spread, as with the JLab beam, σβ can be
comparable to σδ and the betatron contribution to the transverse beam size must
be taken into account to determine the central value of the energy spread.

In order to minimize the betatron contribution to the beam size, as well as
the effect of incoming dispersion, a special optics was devised for the end sta-
tion transport line to increase the dispersion from 4 m (nominal) to 8 m (high
dispersion).

The use of synchrotron light interferometry makes it possible to measure the
very small transverse beam size in a completely non-invasive manner. SLI in-
stallations at storage rings have an abundant amount of synchrotron light due to
the large stored beam current. The lower JLab beam current is advantageous in
that beam heating of the SLI optical components is no longer an issue as it is at
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Figure 2: Data from the Hall C Pavelometer, comparing the X,Y beam position as
measured with the dump viewer [green] with that as measured by the Pavelometer
[red].

storage rings. However, at these lower beam currents the intensity of the light is
so diminished that a cooled CCD camera is necessary to image the interferogram.

The difference in light intensity and the choice of CCD camera is the major
difference between the JLab SLI and that of T. Mitsuhashi at KEK [ 2]. A sketch
of the components used to make a SLI is shown in Figure 3 and details of the
design are found in Ref. [ 3].

The beam size is a function of the visibility,
∨

, of the interference pattern:∨
=

Imax − Imin

Imax + Imin
,

where Imax (Imin) is the maximum (minimum) of the interference pattern. Since∨
is a ratio, most systematics involved in digitization cancel. However, noise terms

contribute to the sum [denominator] leading to a reduced
∨

, or larger calculated
beam size and therefore must be kept small.
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Figure 3: Cartoon schematic of the synchrotron light interferometer.

Figure 4: Control screen for the SLI showing the horizontal and vertical interfer-
ograms. The beam-size values above the interferogram are the result of a simple
search algorithm to determine Imax and Imin. The values below the interferogram
result from a fit to the expected functional form.
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Figure 5: Plot of the beam width as measured by the SLI vs. OTR. The green
dashed curve is a line with slope of one and intercept of zero.

For a Gaussian beam distribution the beam size is found to be:

σbeam =
λ0R

πd

√
0.5 ln(1/

∨
),

where λ0 is the wavelength of the bandpass filter, R is the distance from the light
source to the double slit assembly, d is the slit separation and

∨
is the measured

visibility.
The JLab SLI uses a grid pattern for the double slit assembly. This allows the

simultaneous measurement of horizontal and vertical beam sizes. Figure 4 shows
the real-time display of the interferogram data and fits to the data. The data
update rate is a function of the beam current; as fast as 0.5 seconds at 120 µA
and tens of seconds for beam currents less than 20 µA. Figure 5 is a plot of the
beam sizes as measured by the OTR and SLI. There is an discrepancy with the
larger beam sizes that is presently being investigated.

16



2.1.3 Beam Charge Calorimeter

The present effort is to develop a low current (∼ 1µA) calibration device with 0.5%
absolute accuracy. Its concept is based on the SLAC silver calorimeter device used
many years ago to measure the absolute flux on photons. A design review was
held in May 2004 [chaired by Charlie Sinclair] and the review committee returned
a favorable review of the design.

The design differs from the SLAC calorimeter in the following ways:

1. tungsten in stead of silver.

2. vacuum in stead of foam insulation.

3. six or more temperature measurements in stead of one.

4. contact cooling in stead of embedded cooling tubes.

Since May, most of the electronics, a NIST traceable thermometer and several
types of resistive temperature devices (RTDs) have been procured. Presently the
technique for cross calibrating the RTDs against the NIST traceable thermometer
is being developed. The goal is to obtain 0.025 ◦C accuracy (two bits) on the six
or more RTDs.

17



2.2 Septum Magnets

Contributed by J.J. LeRose

2.2.1 Overview

The two septum magnets (left and right) were manufactured by BWXT Tech-
nologies of Lynchburg (Virginia) under contract with INFN Rome. They were
designed to allow access to scattering angles from 6◦ to 12.5◦ up to the maximum
momentum of each spectrometer with no degradation in the optical properties of
either spectrometer (except for some reduction in solid-angle acceptance). With
the septa in place the target is moved 80 cm upstream from its normal position
at the Hall A pivot, precluding the use of one HRS with a septum and the other
without.

2.2.2 Developments in 2004

During 2004 the septum magnets became operational accessories to the Hall A
HRSs. Data were successfully taken for Hypernuclear spectroscopy (E94-107),
HAPPEx Helium and Hydrogen (E00-114 and E99-115), and PQE: High Resolu-
tion Study of the 1540 Exotic State and Its Partners (E04-012). Data were also
taken during 2003 for Small Angle GDH (E97-110) using only the right septum.

The newer left septum has been trained up to 387 A, more than the 370 A
needed to get 4 GeV/c at 6◦. Training the left to currents as high as achieved in
the right, 438 A, does not appear to be problematic.

2.2.3 Outlook

While data taking in 2004 can be characterized as successful, it was not without
septum associated problems. These included random failures of the controls com-
puter in the Hall, (these are believed to be radiation induced), cooling of the right
septum was slow, and HAPPEx was limited to less than 40 µA of beam current
when running with very thick cryogenic targets (at beam currents greater than
40 µA the septa quenched due to beam induced heating), significantly less than
what was hoped for. To alleviate these problems the following steps are being
taken.

The magnet controls are being reworked to eliminate reliance on the standalone
PC in the Hall. At the time of this writing the new controls had not yet been
tested.

The cooling problem on the right septum appeared externally to be a faulty
check valve in the helium cooling circuit. However, when the magnet was warmed
and partially disassembled it was discovered that there was a clog in the helium
circuit in the vicinity of the suspicious check valve. This would have produced the
same symptoms as a faulty check valve. The check valve itself was found to be in
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good working order. The offending clog was removed and the magnet reassembled
and leak checked. As of this writing preparations are underway to cool and test
the right septum during the February 2005 down.

The beam heating of the septa was studied via a GEANT simulation by Eugene
Chudakov [ 4]. Those studies indicated that a significant amount of septum heating
was the result of very low-energy Møller electrons impinging on the bore of the
septa. Those studies further indicated that a small sweeper magnet (0.3 T over
0.1 m) would eliminate those electrons with only very little effect on the ”good”
trajectories (a 3 GeV/c electron is deflected 3 mrad). The sweeper magnet has
been designed and is being built at JLab. It is expected to be ready for the next
HAPPEx run later in 2005.

Another small improvement underway is the design and development of a re-
mote sieve insertion system to go with the septa at 6◦. This will greatly streamline
optics studies as a Hall access will no longer be required to insert or remove the
sieves.
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2.3 Cryogenic Target

Contributed by J. P. Chen and D. Armstrong

The Hall A cryotarget system [ 5] usually consists of 3 loops: loop 1 is often
for gaseous helium (either 3He or 4He) at 6 K and 15 atm, loop 2 liquid hydrogen
at 19 K and loop 3 liquid deuterium at 22 K. Both the LH2 and LD2 loops are
operating at pressures above 20 psi. Each of the LH2 and LD2 loops has two
target cells with typical lengths of 15 cm or 4 cm.

In 2004, the cryotarget system was used for a number of experiments: Pen-
taquark Partner Search, HAPPEx-II and HAPPEx-He (first period), and DVCS.
The Pentaquark and DVCS experiments used the standard target cells (machined
4 and 15 cm “beer cans”). HAPPEx-II and HAPPEx-He used 20 cm new race-
track cells which were designed by the Cal State LA group. During the HAPPEx-II
and HAPPEx-He running, loop 1 had a 10 mil thick single race-track cell for high
pressure helium running. Loop 2 had a 5 mil thick single race-track cell for liquid
hydrogen. Loop 3 was the original beer can type double-cell (4 cm and 15 cm)
as a backup for LH2 running. The flow is vertical (perpendicular to the beam
direction) for the race-track cells. Due to the additional length the required cool-
ing power would exceed the End Station Refrigerator limitation at 100 µA, so
that a supplement from the Central Helium Liquefier (CHL) was needed. For the
HAPPEx-II and HAPPEx-He running, both LH2 and helium targets were cooled
with 4.2 K coolant from CHL, which is expected to provide enough cooling power
for beam currents up to 100 µA. Due to other limitations (the beam heating of
the septum magnets), the beam current was restricted to below 40 µA for the first
run period.

Density fluctuation is a major concern for the parity experiments, especially
the LH2 parity. This was the first time the race-track style cells were used. The
race-track cell worked pretty well for the first run period. A study was done with
beam current up to 60 µA, a raster size up to 4 mm × 4 mm and fan speed of up
to 60 Hz for both LH2 and helium targets. Details of this study are presented in
the next section.

2.3.1 Target Density Fluctuations Due to Beam Heating

Target density fluctuations on the time-scale of the helicity reversal are a source
of concern for parity-violation experiments, since they increase the statistical er-
ror beyond pure counting statistics. Tests in Nov. 2002 [ 6] had shown that the
standard cigar-shaped machined target cells exhibited unacceptably large density
fluctuations (“boiling”) with liquid hydrogen even at moderate beam currents
with large raster sizes and large fan speeds. Consequently, for HAPPEx-II and
HAPPEx-He, a new “race-track” style cell, with transverse fluid flow was designed
and built by the Cal State LA group along with the JLab targets group. Similar
racetrack cells of 20 cm in length were built for both liquid hydrogen and (with
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thicker windows) for high-pressure cold helium gas. Density fluctuations were
studied during the summer HAPPEx-II and HAPPEx-He runs using the luminos-
ity monitors. For hydrogen, the racetrack cells had dramatically reduced density
fluctuations compared to the standard cells; under similar raster and fan speed
settings the fluctuations were smaller by an order of magnitude. With a slightly
increased raster size (we were limited to 4 mm by 4 mm) it appears that density
fluctuations will contribute negligibly for the hydrogen experiment, even at the
design (100 µA) beam current.

More surprisingly, with the cold helium gas target, similar density fluctua-
tions were observed (clearly, there can be no phase change, so the phenomenon
cannot be called boiling!). As seen in Fig. 6, a non-statistical behavior was ob-
served at even modest currents for a typical raster size. The detailed physics of
these fluctuations is not understood; presumably the flow is not sufficiently tur-
bulent to average out local beam-heating induced temperature increases in the
gas. Fortunately, fluctuations on this scale (a few hundred ppm) are not a serious
problem for HAPPEx-He, since the counting-statistics width of the helicity-pair
distribution at the design luminosity is 1000 ppm, so added in quadrature the
effect is not large. For the next HAPPEx-He run, we will attempt to optimize the
combination of the raster size, target fan speed, and target operating conditions
(temperature/pressure) to minimize this effect.

Figure 6: He target density fluctuations; the RMS width (in ppm) of the helicity-
pairs measured in the luminosity monitors is shown as a function of beam current
in µA. Data were taken with 48 Hz target fan speed. Below 20 µA the data
obey counting statistics, falling as I−1/2; above that the widths increase again
indicating density fluctuations.
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2.4 Coincidence Time Measurement with S2m

Contributed by R. Feuerbach

The need for an improved time-of-flight resolution was recognized after the
initial set of experiments in Hall A. To address this need the high-resolution S2m
detectors were constructed and installed in the HRS spectrometers in 2003 in
preparation for the Hypernuclear Spectroscopy experiment (E94-107), which ran
in early 2004 [ 7]. In addition to improving the intrinsic timing resolution of the
trigger plane, the signal pathway for measuring the relative timing of the two
spectrometers was improved.

2.4.1 Signal Processing

The signal-path for S2m was designed so as to best preserve the timing of the
pulses. Each S2m plane consists of 16 2-inch thick paddles of plastic scintillator
EJ-230 [ 8], read out by PMTs [ 9] on both ends. The signals from each photo-
multiplier tube are sent to a passive 90/10% splitter, with the greater portion sent
to a P/S 706 discriminator on the detector frame and the lesser portion sent to the
Fastbus ADCs. To form S2’s contribution to the trigger, the first discriminator
output for each paddle’s left- and right-side PMTs are logically AND’ed, and an
OR over these results is performed. The right-side PMTs determine the timing of
this trigger since their trigger-cables from the discriminator are 30 ns longer than
those for the PMTs on the left side. The second output from the discriminator is
sent through a NIM-ECL convertor and an active ECL-delay module before being
readout out by LeCroy 1875A TDC modules set to 50 ps/channel.

In order to minimize the jitter of the trigger-gate timing, the gate for the
spectrometer is “retimed” by forming a logical AND of the trigger from the Trigger
Supervisor and the input of the local S2-plane to the trigger. This gate is then
used to control the TDC and ADC digitization and readout. A copy of this gate is
also sent to the other HRS, where the relative timing between the gates of the two
spectrometers are measured by a TDC. This is performed for both spectrometers,
so there is a redundant readout of the relative timing of the gates.

2.4.2 Results

During the Hypernuclear Spectroscopy (E94-107) experiment, the S2m planes were
used in the primary trigger on both arms. To measure the inherent timing reso-
lution, the time difference between the left and right PMTs of each paddle were
measured. After correcting for the signal propagation time through the scintil-
lator, the width of the timing-difference distribution was typically better than
σl−r ≈ 200 ps. The distributions for the upper eight paddles of the HRS-R, which
are representative for all 32 paddles between both spectrometer, are shown in
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Figure 7: The distribution of time-differences between the left and right PMTs
on the upper eight paddles of S2 on the HRS-R, after correcting for the signal
propagation through the scintillator. The other paddles were similar.

Fig. 7. Since the time at the plane is calculated from the average of the mea-
surements from both PMTs, the expected reconstructed time resolution for each
paddle is σs2 = 1

2σl−r ≈ 100 ps.
The coincidence time, the difference between when the particles measured

in the spectrometers left the target, is used to aid in particle identification and
select only tracks from the same beam-bucket. A coincidence-time distribution
from E94-107 for (e, e′π+) events is shown in Fig. 8, where the e′ and π+ were
selected by gas and aerogel Čerenkov detectors. The achieved 500 ps (FWHM)
timeresolution permits the direct observation of the beam 2 ns micro-structure,
and the clean selection of events from the same beam bucket.

2.4.3 Prospects

In addition to measuring the relative time between the two spectrometers, the
accelerator’s RF signal can also be used to provide a reference time, albeit with
a 2 ns cycle. The advantage of this measurement is the time resolution depends
solely on the measurements from a single arm and on the intrinsic resolution of the
TDCs. This was attempted during E94-107 and provided valuable information for
correcting the flight-path calculation, but instrumental difficulties with the Lecroy
TDCs prevented its full implementation. Next year we will be installing new VME-
based F1-TDCs to read out S2m, the relative gate-timing of the HRSs, and the
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Figure 8: The distribution of coincidence-times between the left and right HRS
spectrometers for (e, e′π+) events. The beam’s intrinsic microstructure is visible
in the peaks every 2 ns from accidental coincidences.

timing of the RF-pulses; this technique will be explored more fully.
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2.5 The Hall A Compton Polarimeter

Contributed by S. Nanda

2.5.1 Overview

Many of the Hall A experiments at JLab using polarized electron beams require
measurement of beam polarization as fast and as accurately as possible. The
Hall A Compton Polarimeter provides such measurements in a continuous and
non-invasive manner via Compton scattering of polarized electrons from polarized
photons trapped in a Fabry-Perot cavity.

A schematic layout of the Compton polarimeter is shown in Fig. 9. The elec-
tron beam is transported through a vertical magnetic chicane consisting of four
dipole magnets. A high-finesse Fabry-Perot cavity housed on a optical table in the
straight section of the chicane serves as the photon target. A 240 mW, 1064 nm
infrared laser feeds the cavity where it is amplified to about 1000 W. The elec-
tron beam interacts with these intra-cavity photons. The Compton back-scattered
photons are detected in an electromagnetic calorimeter consisting of 25 PbWO4

crystals. The recoil electrons, separated from the primary beam by the fourth
dipole of the chicane are detected in a silicon micro-strip detector. The electron
beam polarization is deduced from the counting rate asymmetries of the detected
particles.
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Figure 9: Schematic layout of the Hall A Compton polarimeter.

During 2004, the Compton polarimeter configuration has seen substantial up-
grades in its hardware as well as software, improving overall performance and reli-
ability of the system. Generally, the polarimeter performed reasonably well down
to 2.5 GeV beam energy. In the following sections, developments in the Compton
Polarimeter, results from recent experiments, and future plans are presented.

2.5.2 Detectors

In the previous setup, the electron detector was moved closer to the primary beam
to provide more efficient coverage of the Compton spectrum for the lower energy
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operation of the GDH experiment. In spring 2004, the electron detector chamber
was opened to reposition the micro-strips assembly to its original position i.e. 5
mm from the primary beam. The photo-multiplier tube of the central crystal of the
calorimeter had dropped its gain considerably. During this time the photo-tube
was replaced. After the changes, both detectors were tested successfully.

2.5.3 Data Acquisition

The data acquisition, analysis, and slow control packages for the Compton po-
larimeter have been integrated into a single Linux platform which provides more
efficient handling of Compton data. The earlier system, adaqs1, that served as a
backup system for much of the year was retired in the fall of 2004.

In summer of 2004, the Compton platform was upgraded to Redhat Enterprise
Linux 3 system. The CODA acquisition software was upgraded to version 2.5 for
the new system with Compton specific patches. Spyacq, the TCL application
for configuring the acquisition trigger, monitoring on-line events, and automating
optics functions was also upgraded for the new system. Furthermore, the data
analysis software, has been upgraded to ROOT version 4.0. Several improvements
have been made to the software package eventSelection, the main analysis engine,
to analyze coincidence data more reliably. The package has been ported to the
new Compton machine. The analyzer is capable of analyzing electron-only of
electron-photon coincidence data.

A new feature was added to the Compton acquisition software to relay the
online counting rates of the Compton detectors through the EPICS system to ac-
celerator operators. This has facilitated beam tuning with a marked improvement
in beam halo minimization.

2.5.4 Control System

The migration of the EPICS control software, originally developed by the Saclay
group, to Jefferson Lab EPICS software group launched last year, was completed
in summer of 2004. The original EPICS IOC cptaq3, has been replaced by the new
IOC iochacp, which is managed by the EPICS group. The Compton polarimeter
EPICS control screens have now been incorporated into the main Hall A Menu.

The optics control hardware developed several problems during operation. The
rotary motion control mechanism, used to orient a quarter-wave plate for control
of the polarization of the laser, developed intermittent failures. In addition, the
cavity servo-control system used to keep the cavity locked, showed drop outs in
cavity lock acquisition. Both were traced to poor cabling and were repaired.

2.5.5 Recent Data

The Hall A Compton polarimeter has been in production for much of the running
time in the hall during 2004. Continuous measurement of beam polarization for the
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HAPPEx (E00-114 and E99-115), and DVCS (E00-110 and E03-106) experiments
has been carried out successfully.

The primary limitation to the operation of the polarimeter bas been unaccept-
able backgrounds in the Compton detectors arising from beam halo. However, for
all four experiments during the year, the overall beam quality delivered by the ac-
celerator has been substantially improved compared to previous years. The beam
tuning procedure has been refined to optimize the beam quality for compton opera-
tion. A careful alignment of the orbit in the injector and path-length optimization
in the recirculating arcs with “dog-leg” corrections have proven to be effective
in reducing the beam background rates in the Compton detectors to well below
100 Hz/µA. With typical Compton interaction rates of about 1 kHz/µA, signal-
to-background ratios have shown marked improvements during the experiments.
A typical Compton photon spectrum obtained during the DVCS experiment at
5.75 GeV is shown in Fig. 10, along with signal-to-background ratio. Average
signal-to-background ratio for the year’s running was about 20.
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Figure 10: Typical Compton spectrum in the central crystal of the photon
calorimeter and signal-to-background ratio during DVCS runs at 5.75 GeV.

A beam halo, characterized by its exponential shape, has been measured typi-
cally 10 times higher than the Compton rate in the electron detector in 2003 [ 10].
A possible origin of this halo could be the continuous offset of the diode laser at
the source which doesn’t turn off completely between two beam pulses. With the
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improved beam tuning procedure, this halo has been substantially reduced. Illus-
trated in Fig. 11 are the singles counting rates in the four planes of the electron
detector as a function of micro-strip number during DVCS runs at 5.75 GeV for a
typical measurement. The green points are with the cavity on representing Comp-
ton events whereas the red points are with cavity off representing background hits
from the beam halo. The usual exponential shape for the background events is
noticeably absent in these spectra demonstrating the superb beam quality.
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Figure 11: Singles counting rates in the four planes of the electron detector as a
function of micro-strip number during DVCS runs at 5.75 GeV. The green points
are with the cavity on (Compton events) and the red points are with cavity off
(background events).

Compton polarimeter data taken for HAPPEx between June 10 and July 25,
2004 have been analyzed for both electron-only and electron-photon coincidence
triggers. Figure 12 shows results obtained at 3 GeV for the HAPPEx-Helium runs.
Blue points are results of the coincidence analysis, red points of the electron-only
analysis. The two methods are in good agreement although they have different
systematic errors. During this period, the so-called super-lattice photo-cathode
in gun 3 was used at the injector. This cathode yielded an impressively high
polarization of about 86%. Nonetheless, the photo-cathode had poor life time
requiring moving the laser spot frequently.

As a result, shorty after the HAPPEx-II experiment the electron source was
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Figure 12: Beam polarization measurement performed at 3 GeV for the HAPPEx-
Helium run. Blue points are results of the coincidence analysis, red points are
electron-only.

changed to gun 2. Shown in Fig. 13 are the results obtained at 3 GeV for the
HAPPEx-II runs. The first period is with gun 3 and and the last period is with
gun 2. With gun 2 the beam polarization dropped to about 75%. The signal-to-
background ratio for the photon detector during both HAPPEx runs was typically
about 16.

The Compton polarimeter took measurements for the DVCS experiments on
the proton and the neutron from September 24 to December 5, 2004. Shown in
Fig. 14 are the results obtained at 5.7 GeV for the DVCS runs. The top figure is
electron beam polarization and the bottom one is the signal-to-background ratio
in the photon detector, as a function of time. The source of electrons during this
period was gun 2. The average polarization was about 75%. The first few data
points showing about 68% polarization were the result of an incorrect orientation of
the polarization vector. This was corrected for the rest of the experiment after the
inital measurement. As seen from the measurements the beam polarization stayed
stable during the two and half month period. The signal-to-background, averaging
at about 26, was considerably better than during the HAPPEx runs. This is
primarily due to the almost double beam energy which produces less background
from residual gases in the beam path.

2.5.6 Green Laser Upgrade

The upgrade of the Compton polarimeter is motivated by upcoming high accu-
racy experiments with a very demanding requirement on the beam polarization.
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Figure 13: Beam-polarization measurement performed at 3 GeV for the HAPPEx-
Hydrogen run. Blue points are results of the coincidence analysis, red points are
electron-only.
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Figure 14: Preliminary beam polarization measurement taken during the Hall A
DVCS experiments performed at 5.75 GeV. The results are for electron-photon
coincidence analysis. Only statistical errors are represented
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Defining k as the photon energy and E as the electron beam energy, the figure
of merit of a Compton measurement scales with k2 × E2, making high accuracy
polarimetry a real challenge at low energy. The proposed upgrade is driven by
the requirement of the Lead Parity experiment of 1% relative accuracy at 850
MeV. The present infra-red system, while capable of achieving such accuracies at
higher energy (≥ 6 GeV), falls far short at lower energies. We plan to upgrade the
existing Fabry-Perot cavity operating at 1064 nm (IR) with about 1.5 kW power
to a 532 nm (green) cavity with 3 kW power. The figure of merit will increase 4
times compared to the IR system, for the same photon density in the cavity. In
addition, improvements to the electron detector and photon calorimeter combined
with the development of a new integrated method shows promise of absolute ac-
curacies approaching 1% at 0.85 GeV beam energy. The main parameters of the
green Compton upgrade are shown in Table 2.

Parameter Present Upgrade
Wavelength (nm) 1064 532
Cavity Power (W) 1500 3000
Cavity Q 1.0×1011 1.8×1011

Luminosity @50µA (µb.s)−1 0.26 0.26
FOM (σ.A2) @.85Gev 0.57 2.2
Energy Range (GeV) 2 - 6 0.8 - 6
δPe/Pe @.85Gev - 1%

Table 2: Main design parameters of the green Compton polarimeter upgrade com-
pared to the present infra-red system.

The conceptual design [ 11] of the green Compton polarimeter utilizes much
of the design philosophy and the existing infrastructure of the present Compton
polarimeter. The optical layout of the green Compton polarimeter is shown in
Fig. 15. The laser will be an Innolight Prometheus [ 16] laser which is a compact
solid-state diode-pumped, frequency-doubled Nd:YAG laser that provides single-
frequency green (532 nm) continuous wave (CW) output of 100 mW. It offers
superb spectral line width (1 kHz) in the green and fast frequency tuning capability
via a piezo-electric transducer (PZT). These features, essential for locking the laser
beam to a high-finesse cavity, make the Prometheus an ideal choice for our design.
The specifications of the Prometheus laser are shown in Table 2.5.6.

The heart of the upgrade plan is to replace the infrared cavity with a 532 nm
green cavity fed by the new laser. The specifications of the proposed cavity are
shown in Table 2.5.6. Such a cavity represents the state of the art in cavity
technology. Nonetheless, recent advances in the manufacturing of high-reflectivity
and low-loss dielectric mirrors as well as availability of narrow line width green
lasers facilitates the feasibility of our challenging design goal. High-gain cavities
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Wavelength 532 nm
Output Power 100* mW
Beam diameter 0.38 mm
Beam divergence 2.8 mrad
Polarization > 100:1
Thermal tuning coefficient -6 GHz/K
Thermal tuning range 60 GHz
Thermal response bandwidth 1 Hz
PZT tuning coefficient 2 MHz/V
PZT tuning range ±200 MHz
PZT response bandwidth 100 kHz
Spectral line width 1 kHz/100 ms
Coherence length >1 km
Frequency drift 2 MHz/min

Table 3: Specification of the Prometheus green laser.

at 532 nm have been successfully demonstrated by the KEK-ATF group [ 12] and
very high gain super cavities are being planned [ 13]. Recently, the PVLAS [
14] group has successfully constructed a 532 nm cavity with geometry and gain
comparable to our proposed design here.

We plan to implement the well-proven Pound-Drever-Hall [ 17] (PDH) method
to lock the laser to the cavity. While the cavity itself remains monolithc with fixed
mirrors, the reflected light from the cavity will be monitored with a photo-diode
to sense the cavity detune. This sgnal will be fed back to the laser to change its
frequency so as to keep the resonance locked. We will implement an adaptation
of the PVLAS [ 14] servo-lock system for the PDH locking scheme.

In addition, as part of the upgrade both the electron and the photon detectors
will be replaced with higher performance detectors. The electron detector will be
upgraded to micro-strips of finer pitch. We want to keep 48 channels per plane
with the same front-end electronics in order to reduce the cost of the upgrade.
Going to very small strip size would then shrink the active area of the detector
and define a too narrow operating range in beam energy. Therefore our goal is
to achieve a 150 µm resolution on the vertical position of the scattered electrons
using 300 µm wide micro-strips. At 850 MeV, the edge of the Compton spectrum
is expected to stand at 6.8 mm above the primary beam.

The present photon calorimeter has shown good performances at photon en-
ergies of 50 MeV or higher. With a green laser this corresponds to beam energies
≥ 2 GeV. In that range, the interactions of the photons with a dense detector are
dominated by the e+e− pair creation process. The high multiplicity of the sec-
ondary particles leads to a Gaussian distribution of the deposited energy with a
tail at lower energy due to leakage of the electromagnetic showers in the back and
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Figure 15: Lay-out of the optics table for the green Compton polarimeter.

Parameter Symbol Specification
Fabry-Perot Resonator
Finesse F 49,000
Power Gain G 14,990
Q-factor Q 1.8×1011

Length L 0.98 m
Free Spectral Range ∆νFSR 153 MHz
Cavity Bandwidth δνcav 3.12 kHz
Mirrors
Radius of curvature ρ 0.5 m
Diameter d 7.75 mm
Thickness t 4 mm
Reflectivity r 99.9936%
Loss a < 5 ppm
Damage Threshold 10 kW/mm2, CW

Table 4: Specifications for the green Compton polarimeter optical cavity.
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on the side of the calorimeter. The main systematic errors of the semi-integrated
method are from the calibration of the electron detector, the parametrization of
the response function and pile-up. The calibration is improved by the upgrade
proposed in the previous section. A better control of the parametrization of the
response function can be achieved by using a calorimeter of larger transverse di-
mensions as compared to the existing 2×2×23 cm3 PbWO4 crystal. The detailed
design of the new photon detector has not been finalized. We are in the process
of evaluating various options.
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Figure 16: Expected performances of the integrated and energy-weighted method
with the upgraded polarimeter. The beam energy is fixed at 850 MeV.

Integrating the signal of the photon calorimeter between a low threshold and
the Compton edge has numerous advantages for the reduction of the systematic
errors [ 11]. We have tested the concept during the DVCS Compton polarimeter
runs with prototype front-end integrating electronics for pre-integration of the
photon signal. This signal was then read out with v-to-f converters gates by the
usual helicity cycle of the electron beam. Preliminary results indicate that this
approach yields the same beam polarization as the counting method with a clean
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beam tune. Systematic errors associated with backgrounds and non-linearilties in
the integrating electronics are under study.

A detailed discussion on the expected performance of the green Compton po-
larimeter can be found in the conceptual design report [ 11]. With the planned
upgrade and the incorporation of the integrating method, the expected accuracies
of the polarimeter are shown in Fig. 16.

2.5.7 Upgrade Status

The major sub-systems for the green Compton optics have been procured. The
Prometheus laser has been delivered to the lab and we are in the process of setting
up a dedicated green laser lab. A set of twelve high-finesse mirrors have been
delivered by Research Electro Optics [ 15]. The servo-system for cavity lock has
been completed at Saclay and will be delivered to JLab soon. Design of a prototype
cavity is underway at JLab. Our goal is to complete the test setup in the new
green laser lab and evaluate the performance of the prototype cavity in the year
2005. In addition, we plan to complete final design studies of the new electron
and photon detectors during 2005.
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2.6 BigBite Spectrometer

Contributed by D.W. Higinbotham

2.6.1 Introduction

Presently, there are seven fully approved Hall A experiments that require the Big-
Bite spectrometer [ 18, 19, 20, 21, 22, 23, 24] along with one conditionally approved
experiment [ 25]. This new spectrometer consists of a single large dipole magnet
combined with various detector packages. In its most standard configuration, the
spectrometer will have an angular acceptance of 96 msr with a vertical acceptance
of ±300 mrad and a horizontal acceptance of ±80 mrad. The momentum accep-
tance of the spectrometer is nearly unlimited, though the momentum resolution,
dp/p, and acceptance decreases linearly for momenta greater than 1 GeV/c. The
spectrometer will have an extended target capacity of ± 10 cm at 90◦. In gen-
eral, the BigBite spectrometer is a very flexible, large acceptance device which can
easily be reconfigured for different experiments.

2.6.2 Magnet

The dipole magnet for the BigBite spectrometer was originally built for the NIKHEF
internal target program and was subsequently purchased by Hall A. At JLab, the
magnet has been tested up to 550 A and the magnet has operated successfully in
the Hall for over one month with a current of 518 A and a central field of 0.92 T. A
Hall probe has been attached to the magnet to provide a read-back measurement
of the field. In late April, there will be a test to determine the maximum current
and field that can be achieved with the magnet.

2.6.3 Stand

The stand for the BigBite magnet and a carriage for the various detector packages
have been built and tested in the Hall. In addition to being used for the Big-
Bite experiments, the DVCS collaboration used the BigBite stand for mounting
their experiment. With an HRS between BigBite and the beam line, the BigBite
spectrometer can be located between 99◦ and 65◦ as 52.5◦ of clearance is required
between the spectrometer and BigBite with BigBite located 1.1 m from target. A
photo of the stand is shown in Fig. 17.

2.6.4 Detector Packages

For the approved experiments, there are already three different detector packages
being built. The first package, which was built for the short-range correlation
experiment [ 18] and has already been tested in the Hall, is comprised solely of
scintillator planes. The first plane, known as the auxiliary plane, is placed im-
mediately after the BigBite magnet. A segmented trigger plane, which is located
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Figure 17: The BigBite spectrometer stand. The stand makes use of custom
rollers that allow the system to easily rotate along a track located on the floor and
the top of the central hub.

1 m further back, is comprised of 3 mm and 30 mm scintillating layers to provide
dE/E particle identification and has timing resolution better than 0.5 ns. The
auxiliary and trigger planes together will provide approximately 5% momentum
resolution at 300 MeV/c with approximately 10 mrad angular resolution. The
auxiliary plane only has one-sided read-out, so the spectrometer in this configura-
tion will not be able to determine the reaction vertex by itself. A design drawing
along with a photograph of these detectors installed in their frame is shown in
Fig. 18.

The second detector package, optimized for detecting low-energy hadrons, will
use the same trigger plane but the auxiliary plane will be replaced by two drift
chambers. The chambers will allow BigBite to provide approximately 1% mo-
mentum resolution, approx. 3 mrad angular resolution in θ and φ, and 3 mm
y-target resolution. This package will be used for measurements of threshold pion
production [ 19], threshold deuteron electro-disintegration [ 21], and detailed mea-
surements of the 3He system [ 22].

The third detector package is being optimized for detecting high-energy elec-
trons and will be used for the Gn

E and transversity experiments [ 20, 23, 24, 25].
This package will use three drift chambers to give the spectrometer multi-track
capabilities. In addition, this package will have a shower calorimeter. Further
details of this system can be found in the Gn

E section.
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Figure 18: A CAD drawing and a photo of the BigBite detector package for the
SRC experiment.

2.6.5 Contributions

Many groups have already built or are building various parts for the BigBite
spectrometer. Eli Piasetzky and the Tel Aviv group have built the auxiliary scin-
tillator plane. John Annand and the Glasgow group have built the trigger plane.
For experiments which require a cyrotarget, Richard Lindgren and the University
of Virginia built a new scattering chamber, shown in Fig. 19, which has a larger
vertical opening to match the large out-of-plane acceptance of the BigBite spec-
trometer. Nilanga Liyanage and the University of Virginia are building the wire
chambers. The Gn

E collaboration is constructing the shower calorimeter and is
building a polarized 3He target for use with the BigBite spectrometer. William
Bertozzi and the M.I.T. Nuclear Interaction Group have taken charge of building
and testing the BigBite data-acquisition system. In addition to the groups men-
tioned above, many members of the BigBite working group have helped build and
test the various systems and JLab has done a majority of the design work.

2.6.6 Summary

A flexible, large-acceptance BigBite spectrometer has been constructed for use in
Hall A. The spectrometer has been commissioned and the first BigBite experiment,
the short-range correlation experiment, started in early January 2005 and will be
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Figure 19: The BigBite scattering chamber while it was under construction (left)
and the chamber during its JLab pressure test (right).

completed in mid-April 2005. The second BigBite experiment is expected to be
the Gn

E experiment which presently is scheduled to begin installation in early 2006.
With five other approved experiments and new experiments being proposed, the
BigBite spectrometer is expected to become an integral part of the Hall A physics
program for years to come.
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Figure 20: The short-range correlation experiment as installed in Hall A. Located
left of center is the new scattering chamber which matches BigBite’s large out-of-
plane acceptance. The BigBite dipole magnet is located right of the chamber with
the auxiliary and trigger planes mounted behind.
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2.7 BPM Bandpass and Triangular Raster

Contributed by R. Michaels

The implementation of a new triangle-wave raster pattern in late 2003 exposed
an old and somewhat forgotten problem with the BPM measurements which affects
experiments that need to measure beam position to 100 µm accuracy. This report
reminds the collaboration of the history of the raster upgrades and identifies the
issues with the BPM electronics.

Recall that the beam is rastered on target with an amplitude of several mil-
limeters to prevent overheating of the target and to reduce the effects of density
fluctuations. The raster is a pair of horizontal and vertical air-core dipole mag-
nets located 23 m upstream of the target. Prior to 2003, the raster was used in
two different modes, sinusoidal and amplitude modulated. Since then, the raster
was upgraded to use a triangle wave pattern. For the old sinusoidal pattern both
the X and Y magnets were driven with sine waves with frequencies chosen to
not produce a repetitive pattern, i.e. the so-called “TV” pattern. For the old
amplitude modulated mode both the X and Y magnets were driven at 18 kHz
with a 90◦ phase between X and Y producing a circular pattern whose radius was
amplitude-modulated at 1 kHz. The upgraded triangle wave-pattern raster, in-
vented to Chen Yan and collaborators and provided to Hall A, achieves a uniform
rectangular density distribution of beam on the target by moving the beam with
a time-varying magnetic field whose waveform is triangular with essentially zero
dwell time at the peaks. The electronics design is an “H-bridge” in which switches
are opened and closed at 25 kHz, to switch between two directions of current (40
A peak) through the raster coils.

While the new design provides a superior target heating performance, it in-
troduces new problems with the beam position measurements which collaborators
should be aware of. The electronics used to process the stripline BPMs have a
low-bandpass with a characteristic frequency cutoff of ν0 ∼ 30 kHz. Actually it
is a 2-stage amplification with a somewhat complicated transfer function, but we
will estimate the effect with a simple transfer function for a low-bandpass filter:

f(ν) =
1√

1 + (ν/ν0)
2

(1)

The rastered magnetic field and hence the position on target is a triangle wave-
form with frequency ν = 25 kHz and period T = 1/ν which may be decomposed
into a Fourier series to yield the following function of time t:

f(t) =
8
π2

∑
odd n

(−1)(n−1)/2

n2
sin(

2nπt

T
) (2)

Folding Eq. 2 with Eq. 1 leads to the BPM response shown in Fig. 21. The
position distribution seen by the BPMs is reduced in amplitude compared to the
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true amplitude by a factor of ∼1.5. The shape of the calculated BPM amplitudes
looks similar to what is measured with the online program “raster++” except that
the real data has more smearing presumably due to resolution of the BPMs. See
for example halog 140165 on Jan 27, 2005.

One important implication is that those experiments who care about the po-
sition at the ±100 µm level should use the raster pickoff current, calibrated for
position and phase shifts, to compute the beam position on target. This procedure
has been used before, though it is more complicated and less convenient than us-
ing BPM measurements. Clearly an upgrade to faster electronics for the stripline
BPMs would be desirable but this is not foreseen at this time.

In 2005 we expect to receive new electronics for the cavity monitor BPMs.
They have a 100 kHz bandpass, which using the same calculation leads to a 10%
reduction of the BPM measurements. For the “old” sinusoidal raster, the reduction
was also about 10%, as was first noted by the VCS experiment. The much larger
reduction factor of the triangle raster is due to the high-frequency components
that make a triangle.
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Figure 21: Calculated response of the BPM electronics to the triangle raster wave
form. The top figure shows the amplitude vs time for the 30 kHz low-bandpass fre-
quency response that we have. This is compared to an infinite-bandpass response.
The bottom figure shows the amplitude distribution that would be observed, e.g.
with the online program raster++. It is also compared to the infinite-bandpass
result.
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2.8 Podd — C++/ROOT Analysis Software

Contributed by J.-O. Hansen

The C++/ROOT-based analysis software package reached maturity during
2004 and has been proven to be suitable for production work. Perhaps the best
evidence for this is that all production experiments that ran during 2004, viz.
E94-107 (Hypernuclear Spectroscopy), E04-012 (Search for Pentaquark Partners),
HAPPEx, DVCS, and the Short-Range Correlations experiment (SRC), have used
the software package for both their online and offline data analysis.

By popular demand, the C++/ROOT analyzer got a name in 2004: Podd.
This is simply a name, not an acronym, although interpretations of it are welcome.

The user community took to the new software with virtually no resistance.
New experiments readily adopted the Podd framework as the de facto standard.
This can certainly be attributed in part to the familiarity of younger collaborators
with C++ and possibly ROOT.

As part of their analysis work, the experiments running in 2004 developed sev-
eral major extension packages for Podd: Analysis code for the RICH detector was
finalized by E94-017 and E04-012. Extensive code for the analysis of their special
detector system was merged into Podd by DVCS. Likewise, the SRC experiment
developed a complete new package for the analysis of the BigBite spectrome-
ter. (HAPPEx only used Podd for the spectrometer data analysis, not for the
parity-violating asymmetry measurements.) These contributions could be seam-
lessly integrated into Podd as external, experiment-specific plug-in modules, while
the core Podd code base remained un-touched. The notorious code-base splinter-
ing (“private versions”), which was common with the old software ESPACE, was
completely avoided.

In part motivated by the needs of the running experiments, the core part of
Podd was continuously improved throughout the year. Each experiment used
a certain major release of Podd, and updates/patches to that release were kept
binary-compatible to the base version, allowing the Podd shared libraries to be
updated live and without any need for users to recompile their experiment-specific
modules. Release 1.1.0, completed in November 2003, was used by E94-107 and
was developed up to version 1.1.12, published in February 2004. E04-012 used
Release 1.2.0 (April 2004) with updates up to 1.2.8 (June 2004). Subsequent
experiments used Podd version 1.3.0 (June 2004) and 1.3.1 (September 2004).

Many limitations of the early versions of Podd have been removed with the
more recent releases. For example, beam information (momentum vector mag-
nitude and direction) can be passed through the physics module chain and be
modified by corrections modules. One application of this is energy loss correc-
tions, which are now available in Podd via several physics modules. Furthermore,
event filtering is now possible, allowing copying of raw data events from one CODA
file to another according to cuts on analyzed quantities. ROOT objects can now
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be written to the output file. Analysis of scalers is fully implemented, including
modules for deadtime calculations. Similarly, slow control (EPICS) data are now
properly handled. EPICS quantities can be used in tests and cuts, and both scaler
and EPICS records can be written to the output ROOT file. ROOT version 4 is
supported, which allows the writing of ROOT files larger than 2 GB in size. Podd
is officially supported on Linux and Solaris platforms, and there are unofficial
ports to IRIX and MacOS X.

As an experimental feature, a custom “decoder” has been written that allows
input of digitized simulation data into the Podd analysis chain. As with soft-
ware for experiment-specific experimental equipment, such a simulation front-end
is implemented as a plug-in module that can be developed independently of the
core Podd system. Tests with simulated idealized VDC data demonstrated per-
fect track reconstruction. This makes possible studies of the performance of the
tracking code in the presence of noise, degraded resolution, and spurious tracks,
for example. These studies will be carried out as time permits.

As part of the commissioning efforts for the septa, the optimization routines
that were available for ESPACE have been adapted to the Podd framework. For
this purpose, an external optimization program, optimize++, is available. It
is now possible to perform the entire optics optimization procedure within the
ROOT/C++/Podd environment, avoiding any legacy FORTRAN software.

In 2005, efforts will focus on documentation and possibly on improvements
of the VDC tracking code. Up-to-date information about this project can be
found on the Web [ 26]. Our manpower is very limited, and volunteers are always
welcome to join, especially those with some background in C++ programming.

The work reported here was carried out in collaboration with R. Feuerbach and
R. Michaels from Hall A. Contributions from and discussions with F. Cusanno,
M. Iodice, N. Liyanage, V. Mamyan, Yi Qiang, B. Reitz, K. Rossato, V. Sulkosky,
and G. Urciuoli are gratefully acknowledged.
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2.9 Hall A Luminosity Monitor for Parity-Violating Experiments

Contributed by R. Suleiman

A new set of luminosity monitors (lumis) have been installed on the beam line
downstream of the target. There are two sets: one at 0.5◦ and one at 45◦ scattering
angles. The most forward-angle detectors (blumi) will provide strong sensitivity to
noise in beam parameters (more sensitive than the primary detectors), but because
they are located downstream of significant amounts of iron in the field of the
septum magnet, they are not useful for as a true “false asymmetry” measurement.
The signal in blumi set of detectors is dominated by Møller and elastic electrons.
The larger-angle set (flumi) will monitor density fluctuations in the target and
provide a test of electronics false asymmetry with an extremely narrow width
signal. The signal in flumi set of detectors is dominated by low energy electrons.
Each detector in both sets will be receiving rates in the range of 10 GHz at the
HAPPEx luminosity and a radiation dose of few MRads per day.

The monitors consist of individual small quartz C̆erenkov detectors made of
Spectrosil 2000 quartz material with air light guides made of Anolux Miro IV PVD
aluminum to direct photons to a PMT. The blumi uses an 8-stage 2-inch R7723
PMT with quartz windows for improved radiation resistance while the flumi uses
the same PMT type but with UV glass window for improved radiation resistance
with better resistance for helium gas penetration. The flumi PMTs were shielded
with 4 inches of lead bricks. No lead shielding was put around the flumi PMTs,
although some shielding was provided by the septum and the first quadrupole
magnets of the HRSs. All PMTs were flushed with nitrogen gas to protect against
helium damage. The signals were carried with twinax shielded (Belden 9207)
cables from Hall A exit beam pipe to the right HRS where current-integrating
ADCs were used for readout. To reduce further the electronic noise, a 100 pF
capacitor was put between the PMT-BNC ground and the twinax cable ground
to isolate the ground loops.

Eight such detectors were installed in the low-angle lumi, which sits approxi-
mately 7 m downstream of the target, see Fig. 22 and Fig. 23, while the large-angle
lumi consists of 2 detectors about 1 m from the target. All the detectors in both
sets of lumis were installed before HAPPEx 2004 run. Fig. 24 shows lumi widths
versus beam current during a hydrogen run. The lumi widths versus the fan speed
during a hydrogen run is shown in Fig. 25.

The presence of the septum structure and field between the target and the
detectors modified the observations of each of the forward-angle detectors; for
example, the expected azimuthal symmetries in these detectors were not evident.
This system performed as required and no significant upgrades are expected before
the next HAPPEx run.
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Figure 22: Drawing of the forward-angle lumi and the exit beam pipe.

Figure 23: Picture of the inside of the exit beam pipe showing the 8 cups where
the lumi detectors were put in.
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Figure 24: The lumi widths versus beam current during a hydrogen run in summer
2004.
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2.10 Instrumentation for the Gn
E (E02-013) Experiment

Contributed by B. Wojtsekhowski

Experiment overview Measurement of the neutron electric form factor will
be done using a polarized 3He target and polarized electron beam for Q2 up to
3.4 (GeV/c)2 with expected accuracy shown in Fig. 26. An optimized experimental

Figure 26: World data on the neutron electric from factor with planned values of
Q2 in E02-013 and expected accuracy of results.

setup consists of the BigBite spectrometer, with a solid angle of 76 msr, a 40 cm
long target, and a large neutron detector. This system will operate at a luminosity
of 1037 Hz/cm2 and will provide a Figure-of-Merit which is at least 25 times larger
than that of any other known Gn

E experiments.

Collaboration Last year the collaboration had a large number of biweekly meet-
ings and one general meeting on 12/14. detailed information about these meetings
can be found at http://hallaweb.jlab.org/experiment/E02-013. The five Ph.D. stu-
dents on the E02-013 experiment are N. Thompson (Glasgow University), S. Ri-
ordan (Carnegie Mellon University), A. Kelleher (College of William and Mary),
A. Kalarkar (University of Kentucky), B. Craver (University of Virginia).

Beam tests An additional beam test was performed on 02/01/05 with a proto-
type neutron detector N-20 detector and HRS-L. Data were collected at 4.6 GeV
beam energy for the processes H(e,e’p) and D(e,π−n). The information will al-
low us to investigate detector time resolution, veto efficiency, neutron detection
efficiency, and the effect of hadronic interactions in the detector steel structure.
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Figure 27: Schematic layout of experiment E02-013.

Design The design of both detector arms has been completed. The steel holders
for the lead wall still have to be ordered. The concept of the target has been
finalized. An initial design of the high temperature oven has been completed. A
long list of remaining design projects includes the target ladders, target alignment
systems, the beam line elements, a final design of the oven, and laser light optics.

Target A special magnet was constructed. Field characteristics were found to be
in good agreement with the calculations. A technology for a novel hybrid (K+Rb)
cell of polarized He-3 was developed. Several cells were produced and tested at
UVA. Field sweep NMR was realized for the 3He target at KU and W&M. A high
temperature oven was designed and a prototype was constructed.

The fibers for transmission of polarized light from the lasers to the target
were obtained and tested. A device to merge five fibers into one was tested. A
new building for the lasers and target tests is under construction. Its expected
completion will allow the magnet to be installed in this building in April 2005.
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Figure 28: Magnet for the polarized target.

Electron arm detectors The frame for the detector package has been con-
structed. The first wire chamber for BigBite has been mounted on the frame. A
cosmic test of this chamber is underway. A test in Hall A at full luminosity is
expected in spring 2005. The second chamber is operational at UVa. All planes
of the third chamber have been constructed. A calorimeter for the trigger and
electron identification has been assembled. Construction of the timing plane and
of the preshower plane is expected to be done in May 2005.

Neutron arm detectors All cassettes, in which the neutron and veto counters
will be placed, have been constructed. The first 100 counters have been installed
in the cassettes (see Fig. 32). Seventy five more counters have been tested and
are ready for installation. The remaining 69 counters are expected to be ready for
installation in April-May 2005. All 192 veto paddles have been constructed and
tested. The first group of veto paddles installed in cassette is shown in Fig. 33.

Electronics Detailed schematics have been developed. All electronics modules
are in house. Assembly of the full electronic system will start in May after com-
pletion of the SRC experiment, which is using a large portion of the electronics
needed.
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Figure 29: A hybrid (K+Rb) cell with 3He

Software Components of the analyzer have been written. Data from the N-20
detector test run will be used for debugging the software.
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Figure 30: A prototype high-temperature oven.

Figure 31: BigBite detector frame with the first drift chamber installed.
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Figure 32: The neutron bars in the cassettes.

Figure 33: The veto paddles in the cassette.
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3 Summaries of Experimental Activities

3.1 E89-044

The 3He(e,e′p) Reaction at High Momentum Transfer

M. Epstein, A. Saha, and E. Voutier, spokespersons,
and

the Hall A Collaboration

The goal of the E89-044 experiment is to investigate the response of the 3He
nucleus to electromagnetic excitations in the quasi-elastic regime. The experiment
took data from December 1999 to April 2000, in perpendicular and parallel kine-
matics, exploring the 2-body and 3-body electro-disintegration of 3He through the
(e,e’p) process.

The analysis of the experiment in the different channels has been completed
and 3 Ph.D. theses have been defended: Marat Rvachev (MIT, 2003), Emilie
Penel-Nottaris (LPSC Grenoble, 2004), Fatiha Benmokhtar (Rutgers, 2004). Two
articles [ 27, 28] have been submitted to Physical Review Letters describing the
experimental results in the continuum region and in the 2-body breakup region
of 3He. The continuum paper has recently been published. An additional short
communication on the by-product 3He(e,e′d) process is foreseen. The conclusion of
these studies is that the reaction process at quasi-elastic kinematics is dominated
by final- state interactions in the form of on-shell nucleons and pion propagation
in the nuclear medium at very high momentum. Several calculations in different
frameworks confirm these results: a Glauber calculation from R. Schiavilla et al.,
a relativistic approach from J. Udias et al., a generalized eikonal approximation
from C. Cioffi degli Atti et al., and a diagrammatic expansion from J.-M. Laget.

Work remains to be done for the parallel kinematics where a first attempt
at the separation of the longitudinal and transverse response functions at small
missing momenta indicated problems that need to be addressed. This will be
done during the current year in close collaboration with Rutgers University, with
the aim of definitely determining our capabilities to perform the LT separation
in the Q2 range 1-4 GeV2. In addition, the response function separation for the
continuum region data will be completed in 2005.
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3.2 E91-011

Investigation of the N → ∆ Transition via Polarization Observables in Hall A

S. Frullani, J.J. Kelly, and A.J. Sarty, spokespersons,
and

the Hall A Collaboration.

We have measured recoil polarization in the p(~e, e′~p)π0 reaction at Q2 ≈ 1
GeV2 near the ∆ resonance, obtaining angular distributions for a total of 16 in-
dependent response functions. The past year has been spent trying to resolve
inconsistencies between polarizations and response functions extracted using the
method of maximum likelihood. The primary problem is that response functions
deduced from the φ dependence of polarization data do not always agree well
enough with response data extracted directly from replaying the raw data. We
wrote a new streamlined version of the analysis code in C++, called PALM++,
and performed many internal consistency checks. The most important pseudo
data test uses the acceptance-rejection algorithm to replace measured values for
(θfpp, φfpp) with a simulated distribution based on a model with known polar-
ization at the target. The reliability of the polarization and response data can
then be gauged by analyzing the pseudo-data like real data. We found that the
extracted responses reproduce acceptance-averaged model responses but that the
extracted polarizations sometimes do not. The pattern of problems in the polar-
ization pseudo-data is the same as for the real data. The most important problem
for polarization appears to be binning with respect to φπ — the most difficulty
is encountered for (W,Q2, x) bins in which scatter plots of the φπ dependence of
spin-transport matrix elements are broad. Extracted response functions are more
reliable because the φπ dependence is accommodated event-wise without binning.
Therefore, we have abandoned binned polarization and are focusing on completing
the analysis of the response data.

Previous versions of the analysis reported 5 bins in W times 2 bins in Q2.
However, the Q2 dependence is relatively mild while the W dependence across
the resonance would benefit from a finer spacing. Therefore, more recent analyses
employ 10 bins in W for Q2 = 1.0 ± 0.2 GeV2. Corrections for the differences
between central and acceptance-averaged kinematical variables are made according
to

R(W,Q2, x̄, ε̄) = R(W, Q2, x̄, ε̄)− ∂R

∂W
(W −W )− ∂R

∂Q2
(Q2 −Q2) (3)

where overlines indicate acceptance averaging and where the derivatives are eval-
uated at central kinematics using a model, such as MAID. The primary effect is to
compensate for the x dependence of Q2 which, though small, reduces systematic
irregularities in the data. This procedure is illustrated in Fig. 34 using pseudo-
data. The open squares show raw response functions extracted from pseudo-
data while open red circles show acceptance-averaged response functions from
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MAID2000. The agreement between these data sets, modulo statistical fluctua-
tions, demonstrates the internal consistency of the simulation/analysis program.
However, the x dependence of Q2 can produce significant systematic deviations
from the input model (solid curves) evaluated at central kinematics, especially for
R′tTT . Recognizing that Q2 ≈ 0.94 for x > 0.5 or 1.06 GeV2 for x < −0.5, we
observe that the pseudo-data for R′tTT do cluster around the model curve for the
appropriate Q2. Even the abrupt transition across x = 0 is reproduced. The solid
circles show that “centered” pseudo-data adjusted according to Eq. (3) cluster
better around the model curves for central kinematics. Therefore, distortion of
multipole amplitudes by the x dependence of Q2 should be minimized by fitting
centered data.

Figure 34: Pseudo-data for response functions at W = 1.23 ± 0.01 GeV and
Q2 = 1.0 ± 0.2 GeV2 are compared with the input model (MAID2000) at the
central kinematics and neighboring values of Q2 representative of the x dependence
of acceptance averaging. See text for details.

Response functions for W = 1.23 GeV are compared in Fig. 35 with repre-
sentative models: MAID2003 [ 29], DMT [ 30], SAID [ 31], and Sato-Lee [ 32].
(Note that this representation removes leading sin θcm dependencies.) The first
two columns are governed by real parts of interference products which emphasize
resonant amplitudes with relatively little model dependence whereas the last two
columns based upon imaginary parts emphasize non-resonant amplitudes and dis-
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play much more variation among models. None of the current models provides a
uniformly good fit to these data. The solid red curves show a multipole analy-
sis that begins with a baseline model and fits adjustments to selected multipole
amplitudes. To minimize bias, we start with Born amplitudes for pseudovector
coupling. All s- and p-wave amplitudes plus the real parts of 2− amplitudes were
fit. Imaginary parts of 2− amplitudes are small for all models considered and
the data show little sensitivity to variation of 2+ or higher partial waves. The
resulting fit reproduces the data well, with χ2

ν = 1.5.

Figure 35: Response functions at W = 1.23 GeV are compared with recent models
and with fits. The units are µb. The labeling distinguishes L, T, LT, and TT
contributions to the unpolarized (0) cross section and to transverse (t), normal
(n), or longitudinal (l) components of recoil polarization with an h to indicate
helicity dependence, if any. Linear combinations that cannot be resolved without
Rosenbluth separation are identified by L+T. Black dash-dotted, dotted, short-
dashed, and long-dashed curves represent the MAID, DMT, SAID and SL models,
respectively. The green mid-dashed curves show a Legendre fit while the solid red
curves show a multipole fit.

Fitted multipole amplitudes are compared in Figs. 36-37 with representative
models. The anomalies at W = 1.29 GeV are caused by a couple of data points
with inexplicably small error bars that suggest a matrix inversion problem in
PALM++; further investigation is needed to resolve that issue. The fitted 1+
amplitudes show the ∆ resonance clearly without coaching. Model variations are
relatively small for M1+ and S1+, but there is significant variation for E1+ with
the fit tending to disfavor SAID. The spread among models is especially large

57



for 1− amplitudes, the partial wave in which the Roper resonance is supposed to
live, and the data disfavor SAID rather strongly. Interestingly, the fitted M1−
amplitudes are closer to the Born model than to the more sophisticated isobar
or dynamical models, but the present precision does not exclude MAID or DMT.
Conversely, the slope in <S0+ is similar to SAID and opposite the Born model.

Figure 36: Fitted 1+ multipole amplitudes are compared with MAID2003 (red
solid), DMT (green dashed) , SAID (blue dash-dot), and SL (cyan dotted) models.
Black short-dashed curves show Born baseline amplitudes.

Figure 37: Fitted 0+ and 1− multipole amplitudes are compared with MAID2003
(red solid), DMT (green dashed) , SAID (blue dash-dot), and SL (cyan dotted)
models. Black short-dashed curves show Born baseline amplitudes.

We are now working on final details of the data analysis and on evaluation of
systematic errors in response functions and multipole amplitudes. Drafts of a PRL
paper on the quadrupole ratios and an archival PRC paper have been prepared
and we hope to circulate them within the Hall A collaboration long before the
next progress report is due.
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3.3 E94-107

High-resolution hypernuclear 1p0 shell spectroscopy

S. Frullani, F. Garibaldi, J. LeRose, P. Markowitz, spokespersons

Introduction The Lambda hypernucleus, a nuclear system with strangeness
S=-1 in which the Lambda hyperon replaces one of the nucleons, is a long-living
baryon system and provides a variety of phenomena. The strange quark is an im-
purity in the system and the study of its propagation can reveal configurations or
states not seen in other ways. The study also gives interesting important insight
into the structure of ordinary nuclear matter. The hyperon is not excluded from
the filled nucleon orbitals by the Pauli principle and can penetrate deep inside the
nucleus. Moreover, the high-resolution spectroscopic study of light hypernuclei al-
lows access to important information on the nature of the force between nucleons
and strange baryons, i.e. the Λ − N interaction. The nucleus provides a unique
laboratory for this study. From low-energy Λ − p scattering studies we obtained
information about the s-state Λ −N interaction, but the non-central part of the
Λ−N force is not well established. Especially useful information comes from the
spin-dependent part of the interaction [ 33]. Hypernuclear experimental studies
up to now have been carried out essentially by hadron-induced reactions with lim-
ited energy resolution (1.5 MeV at the best). Moreover, the spin-flip transition
excitation was weak so doublets have not been detected. In the electromagnetic
case, the spin-flip transitions are strong, so doublet-splitting detection is possible
in principle because both members are populated. The disadvantage of smaller
electromagnetic cross sections is partially compensated by the high-current, con-
tinuous beam available at JLab. The feasibility of these experiments has been
recently demonstrated by the Hall C E89-009 experiment [ 35]. The aim of the
Hall A experimental program is the first “complete” study in 1p shell nuclei: 9Be,
12C, 16O [ 7]. A missing-mass resolution as good as 350 keV - 400 keV (FWHM)
can be attained, with a beam energy stability of 2.5× 10−5 (σE/E) and the High
Resolution Spectrometers (HRS) momentum resolution, ∆p/p ' 10−4 (FWHM) [
40]. In the following we describe the experimental difficulties and the challenging
modifications made to the Hall A apparatus. Then, preliminary results on 12C
and 9Be will be presented.

The experiment The experiment took place in JLab Hall A. The HRS spec-
trometers were used to detect the electrons and kaons. In order to get reasonable
counting rates the electron scattering angle has to be small to get a high virtual
photon flux and the kaon angle has to be close to the virtual photon direction to
minimize the momentum transfer. The momentum transfer to the hypernucleus
in electroproduction is rather large and decreases steadily with increasing energy
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of the virtual photon so high energies are preferable. Since the cross section de-
pends strongly on Q2, the measurements have to be made at low Q2. To keep a
reasonable kaon survival fraction the kaon momenta have to be fairly high. Scat-
tering angles of 6◦ for both electron and kaons, an incident energy of 3.77 GeV, a
photon energy of 2.2 GeV, a scattered electron momentum of 1.86 GeV/c, a kaon
momentum of 1.96 GeV/c, and Q2 = 0.079 GeV2 have been used. The expected
counting rates for the two nuclei are reported in Table 5 . The C4 model [ 36]
of the elementary process is used in the calculation. The electron-nucleus lumi-

Background (Hz) 12C(e, e′K)12BΛ
9Be(e, e′K)9LiΛ

(e,e’) 1.5 · 105 E J counts E J counts
(e,π) 2.0 · 105 (MeV) (per hour) (MeV) (per hour)
(e,K) 3.6 · 103 0 1− 5.9 0 3/2+ 1.78
(e,p) 1.8 · 105 0.03 2− 34.6 0.69 5/2+ 9.7
(e,e’π) ∼ 1.0 · 102 2.54 1− 14.9 1.42 1/2+ 1.95
(e,e’K) (QF) ∼ 0.1 · 101 5.46 2− 4.5 1.71 3/2+ 2.8
(e,e’p) ∼ 5.0 · 101 6.04 1− 1.0 2.43 5/2+ 1.07

10.03 3+ 5.8 2.78 7/2+ 3.04
10.63 3+ 27.1

Table 5: Expected single and random coincidence rates compared to the 12C(e, e′K)12BΛ

and 9Be(e, e′K)9LiΛ events.

nosity, obtained with a constant beam current of 100 µA and target thickness of
100 mg/cm2, ranges from 2.4× 1036 to 5.4× 1036 cm−2s−1. The single and acci-
dental coincidence counting rates are about constant for all the investigated nuclei
and the numbers reported in Table 5 represent upper limits for our conditions.

Experimental challenges

Forward angle. Septum magnets In order to allow experiments at very for-
ward angles, smaller than the actual HRS minimum angle (12.5◦), two septum
magnets were added to the HRSs. The two magnets deflect particles scattered
over angles as small as 6◦ in order to make their trajectories overlap with tra-
jectories detectable by the HRSs. This overlapping as well as the room for the
septum magnets has been achieved by moving the target upstream. The chosen
target shift makes the new HRS angular acceptance ∼ 4.5 msr and the maximum
field ∼ 3.3 T. The septum magnetic length is 84 cm. This new spectrometer
configuration provides a general purpose device that extends the HRS features at
small scattering angles [ 39] while maintaining the HRS optical performance.

The challenge of Particle IDentification As previously mentioned a very
powerful PID system is mandatory for this experiment. In the electron arm
Čerenkov counters were expected to give pion rejection ratios up to 103. The
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Particle ID by aerogel Cherenkov
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Figure 38: PID with threshold aerogel Čerenkov counters.
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Figure 39: Hypernuclear spectra of 12C and 9Be with and without RICH.

dominant background (knock-on electrons) can be reduced another 2 orders of
magnitude by the lead glass shower counters, giving a total pion rejection ratio
≥ 105. In the hadron arm two aerogel Čerenkov counters with n = 1.015 and
n = 1.055 have been used. Figure 38 shows the velocity β vs the momentum
of pions, kaons and protons. With the choice of n = 1.05 it is possible to sep-
arate kaons (above threshold) from protons (below threshold) in the range 1.6 -
3.0 GeV/c. Using n = 1.01 allows the separation between pions and kaons so that
with the combination of the two, kaons can be identified. Neverthless, it has been
shown that TOF and threshold Cherenkov counters are not sufficient for the un-
ambiguous kaon identification needed to obtain ”background free” missing mass
spectra.

Improving the PID: RICH detector Simulations performed to understand
how to improve the kaon identification capability showed that a Ring Imaging
Čerenkov (RICH) detector would provide the required PID capability. Figure 39
shows the advantage of using the RICH. It can be clearly seen, in the case of
9BeΛ how the low signal to noise ratio makes the spectroscopic measurements
particularly hard. A clear assignment can be only given to the second component
of the first doublet, losing any (important) information on the position of the
first component. It should be realized that a standard PID system capable of
rejecting pions and protons only at a 95% level is probably not enough to extract
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Figure 40: RICH scheme and event display.

outstanding physics information. The choice was a proximity focusing CsI/freon
gaseous detector. The RICH discriminates particles by differentiating between
different values of Čerenkov emission angle. The Čerenkov radiation, emitted
in a trasparent medium (the radiator) whose refractive index is appropriate for
the range of particle momentum being specifcally studied, is transmitted through
optical elements, which could be either focusing with a spherical or parabolic
mirror or not focusing (proximity focusing), onto a photon detector that converts
photons into photoelectrons with high spatial and time resolution (Fig. 40). In
our case the proximity-focusing geometry was chosen. The Čerenkov photons,
emitted along a conic surface in the radiator (C6F14 with n=1.29), chosen because
of the momentum of the particles to be identified (2 GeV/c), are refracted by the
freon-quarz methane interfaces and strike a pad plane after traveling through a
proximity gap of 10 cm filled with methane. A dedicated evaporation facility, with
on-line quantum efficiency (QE) measurement capability was built for this [ 41].

Detector performances In Fig. 41 the Time of Coincidence (TOC) spectra
between the electron and the hadron arm are shown. The top left spectrum is
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Figure 41: The role of the RICH for kaon identification: many pions and protons
are still present if RICH cuts are not applied.

obtained without any PID selection. Kaons are not visible. In the top right
plot the aerogel kaon selection is applied showing that kaons are barely visible.
When the RICH selection is applied (bottom right plot) only the kaon contribution
survives. In Fig. 42 the RICH performance is shown: a separation of pions from
kaons at level of 6 σ has been attained. The role of the detector in cleaning up
the pion and protons is evident. A rejection factor of 1000 for pions has been
measured. It should be considered that the RICH analysis has not been fully
optimized yet.

Preliminary results The physics information that can be extracted from the
spectra strongly depends on the energy resolution, determined by the beam energy
spread (σE/E); by the spectrometer momentum resolution, and by the capability
of reducing background with PID. Data were taken for both 12C and 9Be(e, e′K+)
reactions. The analysis is still in a preliminary stage. Figure 43 shows the missing-
mass spectrum with and without the RICH. The crucial role of the detector in
cleaning the background is evident. Figure 44 shows the preliminary physics
analysis of the missing energy spectra of the 12C(e, e′K+)12BΛ (left plot) and
9Be(e, e′K+)9LiΛ reactions (right plot).

The first large peak, in the left plot, and another peak at ∼10 MeV are clearly
visible, corresponding to the substitution of a p shell proton with a Λ in a s state
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Figure 42: RICH performance. On the left side the number of photoelectrons for
pions and protons is shown. On the right side the distribution of the Čerenkov
angle reconstruction is reported, showing a resolution of 5 mrad.

and p state, respectively. In between two levels at ∼2.4 MeV and ∼6 MeV are also
evident. The background is evaluated by fitting the ‘not-physical’ region (negative
region of the missing-energy spectrum). The resulting values of the signal-to-noise
ratio (SNR) for the two identified core-excited-state peaks are 7.5 at 2.6 MeV and
6.5 at 5.4 MeV.

Two theoretical curves have been superimposed on both spectra, differing in
the model used for the elementary K+ − Λ production on protons. The hyper-
nuclear wave function is the same for the two curves as computed by M. Sotona.
The solid line uses the model of Bennhold-Mart(K-MAID) [ 38], the dashed line
the one by Saghai Saclay-Lyon (SLA) [ 37]. Both curves have been normalized to
the first (ground state) experimental peak. In the 12C(e, e′K+)12BΛ reaction, the
relative intensities (with respect to the ground state) of the first excited peak at
2.6 MeV and of the strongly populated p− Λ state at 11 MeV seem to be better
reproduced by the MAID model than the SLA one. Another peak at 6 − 7 MeV
is underestimated by both models.

Of course, for any conclusion one has to wait for the final results of the analysis.

In the reaction 9Be(e, e′K+)9LiΛ the relative strength of the doublets is dif-
ferent from theoretical prediction. At the present stage of the analysis it is not
possible to select the “best” model. In fact the analysis and the interpretation of
the measured missing-mass spectra is still at a preliminary stage and not ready
for final conclusions. Improvements in the energy resolution as well as statistics
are crucial.

A first evaluation of the cross section has been extracted from the carbon
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Figure 43: 9LiΛ missing-energy spectrum with and without the RICH selection.
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Figure 44: Left: 12BΛ missing-energy spectrum, the solid and dashed lines rep-
resent the theoretical data (see text). Right: 9BeΛ missing-energy spectrum, the
solid and dashed lines represent the theoretical data (see text).
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data. Considering the ground state of the 12C(e, e′K+)12BΛ, the cross section is
σg.s.(12BΛ) = 5.0± 0.2 (stat)± 1.0 (syst) nb/(msr2 GeV), to be compared with a
prediction of [ 7],σg.s. ∼ 5.4 nb/(msr2 GeV).

Conclusion The first ‘systematic’ study of 1p shell hypernuclei with an elec-
tromagnetic probe has begun. Experiment E94-107 in Hall A at Jefferson Lab,
designed to perform hypernuclear spectroscopy of light hypernuclei, took data on
12C and 9Be targets. The new experimental devices (septum magnets and RICH
detector) have proven to be very effective. The RICH detector provided excellent
kaon identification and a clean kaon signal over large pion and proton backgrounds.
The analysis is still at a preliminary stage. Further work is needed to attain a
missing energy resolution of the order of ∼500 keV. The optimization of event
selection for the beam-energy stability, as well as the acceptance cuts, requires
further work. The RICH analysis can be further improved. The esperiment is
schedueled to take more data, primarily on 16O in June 2005. During that run, if
possible, some time may be dedicated to improving the statistics on 9Be and/or
12C.
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3.4 E97-110

The GDH Sum Rule, the Spin Structure of 3He and the Neutron using Nearly
Real Photons

J.-P. Chen, A. Deur, F. Garibaldi, spokespersons
and

the E97-110 Collaboration.

The goal of the experiment is to measure the generalized Gerasimov-Drell-
Hearn integral (GDH) at low Q2 on the neutron and 3He. It provides a check of
chiral perturbation theory at low Q2 and of the original (Q2 = 0) GDH sum rule.
A brief description of the physics goals and the experimental running was given
in the previous Hall A report.

The experiment The experiment ran in April-May and July-August 2003. Part
of the low Q2 data were acquired in the first run period (April-May 2003). There
were experimental complications due to a set of mis-wired coils in the septum
magnet. The septum was repaired in June. Most data were taken in the second
run period with the septum magnet problem corrected.

Present state and outlook The analysis is under way focusing on the data
from the second run period first. The only effort for the first run period data
is the optics study, which is on-going at the University of Virginia (H. Zaidi, N.
Liyanage, UVa). For the second run period, the optics analysis for both 6 deg and
9 deg is completed and checked (V. Sulkosky, William and Mary). One example
of the optimized sieve-slit data is shown in Fig. 45. This completes one of the
major tasks of the analysis. The next task is an acceptance study and modeling
of the spectrometer-septum combination. Particle Identification analysis is nearly
done (J. Yuan, Rutgers U. and independently checked by H. Lu, USTC). The
VDC analysis is just starting (S. Dhamija, U. of Kentucky). Given the large rates
seen in the experiment, procedures will have to be developed to deal with the
large number of multi-track events. Modeling of the collimator punch-through is
complete (A. Deur, JLab and S. Dhamija) and was found acceptable for the second
run. A more sophisticated simulation is needed for the first run period. Studies
of the BCM linearities and Hall C current bleed-through have been done (T.
Holmstrom, William and Mary) and beam charge normalization does not appear
to be a problem for the experiment in spite of the low beam current used and the
bleed-through. Beam charge asymmetries were also found to be under control.

Our near-term plan includes spectrometer acceptance studies (V. Sulkosky),
target analysis (NMR and EPR polarimetries and density (V. Sulkosky and P.
Solvignon, Temple U.), finalizing the first run optics (H. Zaidi, N. Liyanage), the
PID analysis (J. Yuan and H. Lu) and the VDC study (S. Dhamija). An analysis
of the scalers and scintillators will also be carried out (J. Yuan).
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2.24 GeV, 9 degrees, Central Foil, dp = +3 %

Figure 45: Sieve-slit data of xsieve vs φtg for the central foil at 2.24 GeV and 9◦

with dp/p = 3%. The line crossings are the expected positions of the sieve holes.

The longer term plan includes a final elastic analysis and refined background
studies (J. Singh, UVa), independent analysis of the target (J. Singh), extraction
of the cross sections and asymmetries (V, Sulkosky, J. Singh, J. Yuan) and analysis
of the first run period (the USTC group).
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3.5 E97-111

Systematic Probe of Short-Range Correlations via the Reaction 4He(e, e′p)

J. Mitchell, B. Reitz, and J. Templon, Spokespersons,
and

the Hall A Collaboration.

Experiment E97-111 took data in September and October 2000, measuring
unseparated cross sections for the (e,e’p) reaction on 4He at recoil momenta up
to 530 MeV/c. In the plane-wave impulse approximation, many calculations pre-
dict a sharp minimum in the cross section for recoil momenta around 450 MeV/c
and show that its location is sensitive to the short-range part of the internucleon
potential. However, reaction dynamic effects such as final-state interactions (FSI)
and meson-exchange currents (MEC) can obscure such a minimum. Many ideas
have been formulated about how to suppress contamination from these reaction
dynamic processes or how to disentangle these effects. This experiment incorpo-
rated several ideas by utilizing parallel kinematics, measuring at high momentum
transfers, and taking the data at several different kinematic points.

This experiment used the standard equipment available in Hall A. The main
emphasis was on measuring the 4He(e,e’p)3H cross section at recoil momenta up
to 530 MeV/c in parallel kinematics at two different beam energies 2.389 GeV and
3.170 GeV. Additional data were taken in two quasi-perpendicular kinematics,
with ω fixed to 525 and 487 MeV and Q2 values of 1.78 and 1.82 GeV2. The
exclusiveness of the two-body breakup channel is guaranteed by means of cuts
on the missing energy Em. The 4He(e,e’p)3H reaction will only occur at Em =
19.81 MeV. The continuum is well separated, with a threshold for the three-body
breakup of 26.1 MeV and 28.3 MeV for the four-body breakup.

Preliminary results for the reduced cross sections in the PY2 kinematics are
shown in Fig. 46. The error bars show the statistical error only. The cross section
is divided by the elementary e-p off-shell cross section σCC1 and the recoil factor
η, to remove the basic kinematical dependence on the polarization of the virtual
photon. The reduced cross section falls monotonically within this momenta range.
The experimental data are compared with a set of theoretical predictions from
J.M. Laget. The PWIA calculation is plotted as a dashed curve, the calculation
including FSI is dotted, and the full calculation (including FSI, MEC and IC
contributions) is represented by the solid line. For the FSI at lower energies
phase-shift description was used, which describes elastic NN scattering. At higher
energies a high-energy parametrization of the NN scattering amplitude was used,
its imaginary part representing the absorptive part of the NN interaction.

The full calculations do not preserve the minimum in the spectral function at
this kinematical setting. Laget’s calculations indicate, that this is mainly due to
FSI, whereas the inclusion of MEC and IC has only a small effect on the predicted
cross section. These calculations also show that below 280 MeV/c the PWIA cross
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Figure 46: Preliminary results for the reduced cross sections at a beam energy of
3170 MeV. The error bars only show the statistical uncertainty. The dashed line
shows the theoretical prediction by Laget in PWIA, the dotted line includes FSI,
and the solid line depicts the full calculation.
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section is larger than the one of the full calculation, above that value the PWIA
cross section is smaller. This indicates that the FSI tends to shift cross section
from low pm (where the spectral function is high) to the dip region (where the
PWIA cross section is tiny).

All production data of E97-111 have been replayed, as well as the runs for
optics calibration, for the calibration of angular offsets, for target boiling studies,
and for the 3He(e, e) elastic reaction. To finalize the results further studies of
detector efficiencies are ongoing. The elastic data need further analysis to obtain
the absolute normalization. Finally, a careful study of acceptance cuts and other
systematic uncertainties are planned.
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3.6 E99-114

Real Compton Scattering from the Proton at High Momentum Transfer

Charles Hyde-Wright, A. Nathan, and B. Wojtsekhowski, Spokespersons,
and

the Hall A Collaboration.

Real Compton Scattering (RCS) is an unique tool to study the structure of the
nucleon. In the kinematics region where Mandelstam variables s, −t, and −u are
large compared to the proton mass, RCS has been analyzed within two different
theoretical approaches, which are distinguished by the number of quarks partic-
ipating in the reaction. In the perturbative QCD (pQCD) approach, which is
characterized by three active quarks, the transferred momentum is redistributed
through the exchange of two hard gluons [ 42, 43, 44, 45, 46]. The handbag mech-
anism [ 47] assumes that there is only a single active quark that couples to the
external photons and shares the transferred momentum through the overlap of
the soft wave functions. Factorization of hard and soft subprocesses is the main
assumption which stands behind the handbag diagram.

Calculations based on the handbag mechanism lead to a very interesting fea-
ture, that is factorization of the RCS cross section into a product of the Klein-
Nishina (KN) cross section for massless spin 1/2 particle, and a form factor-like
object [ 48]:

dσ

dt

∣∣∣∣
RCS

=
dσ

dt

∣∣∣∣
KN

[fV R2
V + (1− fV )R2

A] , (4)

where fV = 1
2(ŝ− û)2/(ŝ2 + û2) is a kinematic factor, and ŝ = s−m2

p, û = u−m2
p.

The contribution of the the third RCS form factor RT is not included in the present
analysis, because its magnitude is small compared to those due to RV , RA. The
RCS form factors RV , RA are related to the 1/x moments of GPDs in the following
way:

RV (t) =
∑

a

e2
a

∫ +1

−1

dx

x
Ha(x; 0, t) ,

RA(t) =
∑

a

e2
a

∫ +1

−1
sign(x)

dx

x
H̃a(x; 0, t) , (5)

where a denotes quark flavors.
The polarization transfer coefficient is expressed by these form factors accord-

ing to the following formula:

KLL '
RA

RV

K
KN

LL

[
1− t2

2(s2 + u2)

(
1−

R2
A

R2
V

)]−1

(6)
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The goal of this experiment was to distinguish among the aforementioned
reaction mechanisms by measuring the RCS cross section and the polarization
transfer coefficient.

We present the polarization transfer coefficient KLL in Fig. 47 [ 51].

Figure 47: Our result for KLL compared with calculations in different approaches:
ASY and COZ both from pQCD [ 46], GPD [ 52], extended Regge model [ 53],
and CQM [ 54]. The curve labeled KN is K

KN

LL
, the Klein-Nishina asymmetry for

a structureless proton.

The excellent agreement between the experiment and the handbag-based cal-
culations are consistent with a picture in which the photon scatters from a single
quark whose spin is in the direction of the proton spin.

The results for the form factor RV are shown in Fig. 48 [ 49]. In this plot,
we observe s-independence of the extracted form factors at s = 8.9, 11.0 GeV2,
except for the backward angle measurements, where the Mandelstam u variable
decreases, especially for s = 8.9 GeV2.

Both the polarization measurement and the cross-section scaling suggest that
the handbag mechanism dominates the reaction mechanism. Additional measure-
ments of KLL are approved for experiment E03-003. With the 12 GeV upgrade,
we anticipate measurements of equal statistics up to s = 20 GeV2 and t = 15
GeV2.
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Figure 48: Extracted RCS form factor RV , the solid line is a calculation [ 50].
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3.7 E99-115 and E00-114

A Study of the Strange Content of the Nucleon via Parity-Violating
Asymmetries in the ~e p → e p and ~e 4H→ e 4He reactions.

D. Armstrong, G. Cates, K. Kumar, D. Lhuillier and R. Michaels, spokespersons,
and

the Hall A Collaboration.

The second-generation HAPPEx experiments measure the parity-violating asym-
metry in elastic scattering of polarized electrons from 1H and 4He. This asymmetry
is proportional to the Z0 exchange which is used as a new probe of the nucleon
structure. By analogy to the electromagnetic form factors Gγp

E and Gγp
M the nucleon

weak vertex is parametrized by the weak form factors GZp
E and GZp

M . Assuming
charge symmetry between the proton and neutron one can combine these two sets
of form factors with the electromagnetic form factors of the neutron and extract
the contribution of the three lightest quark flavors to the vector matrix element
of the nucleon. Since the contribution of the strange quarks (Gs

E and Gs
M ) comes

only from the ss̄ fluctuations of the quark sea a clean measurement of these ob-
servables provides new insight into the role of the fundamental degrees of freedom
of QCD and their dynamics in the non-perturbative structure of the nucleon.

At tree level the parity violating asymmetry from protons is given by

APV = −GF |Q|2

4πα
√

2
×
[
(1− 4 sin2 θW ) (7)

−
εGγp

E (Gγn
E + Gs

E) + τGγp
M (Gγn

M + Gs
M )− (1− 4 sin2 θW )ε′Gγp

MGe
A

ε(Gγp
E )2 + τ(Gγp

M )2

]
where Ge

A is the axial form factor of the nucleon coming from the vector-axial
structure of the weak neutral current. This term contributes significantly to
APV only at backward scattering angle (θ) due to the kinematic factors ε, τ and
ε′, functions of θ and the beam energy (E). The HAPPEx measurements take
place at very forward angles where the main contributions are electric and mag-
netic. A first experiment occurred in 1998-99 and measured [ 55] the combination
Gs

E +0.392 Gs
M = 0.014± 0.020± 0.010, compatible with zero at Q2 = 0.47 GeV2.

This result has demonstrated the high ”parity quality” of the CEBAF beam and
prompted a second generation of HAPPEx experiments. The strategy is to seek
a possibly larger contribution at a lower Q2 (0.1 GeV2) and to separate the elec-
tric and magnetic contributions by making measurements on the proton and an
isoscalar target, only sensitive to Gs

E . The 4He nucleus is chosen for its small and
well-controlled effect of the nuclear structure. The tree level asymmetry is given
by

APV =
GF |Q|2

4πα
√

2

(
4 sin2 θW +

2Gs
E

Gγp
E + Gγn

E

)
(8)
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A first run was conducted in summer 2004, collecting approximately 10% of the
final anticipated statistics for each target. The figure of merit grows toward high
E and small θ leading to optimal kinematics E = 3 GeV and θ = 6◦. The final
expected asymmetries and constraints on the strange form factors are listed in
Table 6. The control of the systematic error at the 40 ppb level for hydrogen as
well as the normalization at the 2% level for helium are the main challenges taken

APV δAstat δAsyst Sensitivity

H -1.60 0.08 (5%) 0.04 (2.5%) δ(Gs
E + 0.08 Gs

M ) = 0.010
4He +7.8 0.18 (2.2%) 0.18 (2.2%) δGs

E = 0.015

Table 6: Expected asymmetries and errors for H and 4He targets. When not
specified all asymmetries are quoted in ppm units.

up by these experiments. They require a specialized instrumentation in Hall A
and an improved control of the noise and asymmetries in the beam parameters.

Figure 49 illustrates the experimental setup. The polarized electron beam
is directed onto a 20 cm long cryogenic target and electrons scattered at 6◦ are
detected in the Hall A High Resolution Spectrometers (HRS) configured symmet-
rically to double the rate. Because the HRS are physically unable to approach
closer than 12.5◦, an additional superconducting dipole (septum magnet) is in-
stalled in front each spectrometer. The expected high statistical precision on tiny
physics asymmetries requires to run at very high luminosity leading to huge elastic
rates in each spectrometer, up to 65 MHz for hydrogen. The experiments take
advantage of the HRS magnetic optics which focuses the elastic events in the focal
plane along a line 50 cm away from the pion threshold events, the first inelastic
background. The detector is a dedicated total absorption Cerenkov calorimeter,
composed of alternating layers of quartz and brass, positioned above the elastic
line. A custom-made ADC integrates the light flux, proportional to the total en-
ergy deposited, over each helicity gate (33 ms). The standard detection package
of the HRS can not operate at high rate in production mode. It is used only
during dedicated runs at very low current (≈1 µA) for detailed background stud-
ies and measurement of the mean Q2 intercepted by the detector. In production
mode a cross-check and monitoring of the rate distribution across the focal plane
is performed by a scanner sweeping the acceptance.

The combination of an intense beam and an extended target can induce density
fluctuations inside the target cell which would add to the pure statistical width of
the counting rate and potentially affect the accuracy of the measurement. To keep
this effect small data were taken with ”race track” type target cells. With this
new geometry the coolant flow is transverse to the beam axis dissipating the heat
load in a more efficient way. To monitor the target fluctuations, eight dedicated
luminosity detectors are installed around the beam axis at very forward angle
(0.5◦), where the statistical width is a lot smaller than in the detectors. It was
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Figure 49: Overview of the HAPPEx-II experiment.

shown these fluctuations can be kept negligible at the high current provided that
the raster size is large enough (5x5 mm).

One major challenge for achieving high absolute precision is the control of
helicity-correlated changes in the beam parameters which arise primarily from laser
optics in the electron source. A feedback loop connecting the beam current readout
in Hall A and the laser intensity modulation at the source was used to reduce the
charge asymmetry of the electron beam. The HAPPEx collaboration, working
closely with the CEBAF Electron Gun Group has dedicated significant resources to
identifying sources of position differences and reducing them by a careful setup of
polarization and transport system for the laser beam. The positions at the target
strongly depend on the beam optics and are more difficult to control via a feedback
loop than the intensity. Besides the careful setup at the source the HAPPEx
experiments thus rely on the ”damping” of the position differences inherent in the
acceleration of the electron beam as well as on the control of the beam optics near
the target. Position differences of a few nanometers averaged over the run were
achieved, meeting the requirements of the experiment.

The beam polarization is continuously monitored by the Hall A Compton
polarimeter with few cross-check points from the Møller polarimeter in Hall A
and the Mott polarimeter in the injector. For the helium run an impressive mean
polarization above 85% was achieved with the first use of the new ”supperlattice”
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photocathode technology at CEBAF.
The preliminary analysis of the summer 2004 data leads to

APV
He (Q2 = 0.95 GeV2) = +7.40± 0.89(stat) ± 0.57(syst) (9)

Gs
E(Q2 = 0.95 GeV2) = −0.019± 0.041(stat) ± 0.026(syst)

for the helium target and

APV
H (Q2 = 0.99 GeV2) = −1.10± 0.27(stat) ± 0.10(syst) (10)

Gs
E + 0.08Gs

M (Q2 = 0.99 GeV2) = 0.034± 0.028(stat) ± 0.010(syst) ± 0.009(FF )

for the hydrogen target. The third uncertainty quoted for Gs
E + 0.08Gs

M accounts
for uncertainty in the electromagnetic form factors (mainly Gγn

E ). Data analysis
is still proceeding to further reduce the main sources of systematic errors before
publication in spring 2005.
The two above combinations of strange form factors draw two bands in the Gs

M −
Gs

E plane, illustrated in Fig. 50. Also shown are the results from the PVA4
experiment at MAMI [ 56] and SAMPLE experiment at MIT-Bates [ 57] which
measure complementary combinations at the same Q2. Taken together, these

Figure 50: Preliminary HAPPEx-H and HAPPEx-He results from the 2004 run,
with results from PVA4 [ 56] and SAMPLE [ 57]. The three ellipses correspond
to contours at the 68%, 90% and 99% confidence level.

measurements suggest a positive Gs
M although the deviation is not yet statistically

conclusive. The final accuracy expected from the concluding run of HAPPEx in
late summer 2005 should either establish a deviation from zero or constrain the
strange content of the nucleon at low Q2 to a negligible level.
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3.8 E00-007

Proton Polarization Angular Distribution in Deuteron Photo-Disintegration

R. Gilman, R. Holt, X. Jiang, Z.-E. Meziani, and K. Wijesooriya, Spokespersons,
and

the Hall A Collaboration.

The experiment completed data taking in September-October 2002. The data
taking consisted of calibrations of the focal plane polarimeter (FPP) analyzing
power, at momenta of 2.4, 2.2, 2.0, and 1.7 GeV/c. These measurements used
coincident ep scattering at 4.056 GeV beam energy. To improve the polarime-
ter performance, the left arm was configured with two analyzers to improve the
efficiency of detecting scattered particles, just as in the Real Compton Scatter-
ing experiment. In this configuration, the front straw chambers determine both
whether particles have scattered from the front analyzer, and the trajectory into
the rear analyzer. By splitting the analyzer into two shorter halves, the inefficien-
cies that result from absorption of protons in a single thick analyzer are reduced.

CH2

�

�

VDC

Carbon

Chambers
Front Straw

Chambers
Rear Straw

Figure 51: The FPP configuration in E00-007.

The FPP analyzer and chamber configuration in E00-007 are shown in Fig. 51.
The software alignment of FPP chambers was done using the straight-through
data. There are two steps in the alignment: first the front two FPP chambers
were aligned to the VDC, second the rear two FPP chambers were aligned against
the front chambers. At each step, software corrections were introduced as functions
of the FPP track projection in the x and y direction.

This experiment was the first one to run in Hall A after the beam helicity
reporting scheme changed to the G0 delayed reporting mode. The G0 scheme of
helicity signal from the injector does not report the helicity of the current beam
pulse. Instead, it reports the helicity of beam pulse which arrived eight-pulses
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earlier. To correctly reconstruct the helicity of the current beam pulse, one needs
to rely on a proper beam pulse counting in order to trace back in time.

To help identify the start of each beam pulse, an event-9 trigger was inserted
into the data stream at the rate of 30 Hz (every 3515 clock-tics counted by the 105
kHz DAQ-clock). Ideally, if no event-9 triggers ever get lost in the data stream, the
reconstruction of current pulse helicity is straight forward. However, occasionally
due to a DAQ-busy or some other unknown source of instability, an event-9 time
marker was lost in the data stream and one has to rely on other ways to reconstruct
the beam pulse structure. In the analysis code, the time stamp of each event and
the timing patterns of earlier beam pulses are used to help identify the beam pulse
structure when an event-9 trigger failed to show up at the expected time.

Although the G0 helicity scheme sounds very simple to start with, however,
due to the fact that none of the intended time markers in the data stream were
100 percent reliable for E00-007 data taking period, the proper reconstruction of
the helicity flag turned out to be the major challenge of the data analysis work.

The clear signature of a focal plane φFPP asymmetry in an ep calibration
run demonstrated that the beam helicity was correctly decoded. The polarization
transfers in ep elastic runs are listed in Table 7. The ratio of µpG

p
E/Gp

M from
these calibration runs are listed in Table 8.

Pt Pl

Q2 e.-val. CH2 Carbon e.-val. CH2 Carbon
1.85 0.148 0.155 ± 0.015 0.136 ± 0.015 0.394 0.388 ± 0.013 0.403 ± 0.011
2.38 0.148 0.170 ± 0.028 0.155 ± 0.036 0.497 0.483 ± 0.021 0.493 ± 0.023
2.78 0.143 0.154 ± 0.042 0.116 ± 0.041 0.572 0.567 ± 0.022 0.583 ± 0.015
3.10 0.137 0.124 ± 0.035 0.159 ± 0.041 0.629 0.634 ± 0.012 0.620 ± 0.019

Table 7: Polarization transfer components in the reaction plane Pt and Pl. The
expected values (e.-val.) at bin-center are calculated based on a fit to the Hall
A Gp

E-II data, the extracted values from both the CH2 analyzer and the Carbon
analyzer are listed.

CH2 Carbon
Q2 Pp Gp

E-II µpG
p
E/Gp

M 〈Ac〉 µpG
p
E/Gp

M 〈Ac〉
1.85 1.68 0.782 0.833 ± 0.110 0.115 ± 0.009 0.700 ± 0.097 0.129 ± 0.011
2.38 2.00 0.708 0.845 ± 0.176 0.123 ± 0.015 0.745 ± 0.200 0.112 ± 0.017
2.78 2.23 0.652 0.717 ± 0.221 0.089 ± 0.011 0.523 ± 0.200 0.100 ± 0.012
3.10 2.41 0.607 0.553 ± 0.166 0.091 ± 0.007 0.724 ± 0.207 0.084 ± 0.008

Table 8: The extracted form factor ratio µpG
p
E/Gp

M and the averaged analyzing
power 〈Ac〉 are listed for both the CH2 analyzer and the Carbon analyzer, the
expected values of µpG

p
E/Gp

M from a fit to the Hall A Gp
E-II data are also listed .
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Recoil polarization data were obtained at five center-of-mass angles, 37◦, 53◦,
70◦, 90◦, and 110◦. Data for 110◦ were low enough in momentum to be taken
with only the standard carbon FPP analyzer, obviating an ep calibration for this
point. Estimated absolute statistical uncertainties on the polarization observables
py, Cx, and Cz are in the range 0.05 - 0.10. The γd data analysis is expected to
be completed in the next six to ten months, a final publication is expected to be
submitted within a year.
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3.9 E00-102

Testing the Limits of the Single Particle Model in 16O(e, e′p)

A. Saha, W. Bertozzi, L. B. Weinstein, and K. Fissum, spokespersons

Experiment E00-102 is an update to Hall A experiment E89-003: measurement
of the cross section, RLT , and ALT for the 16O(e, e′p) reaction. Experiment E89-
003 made measurements at energy and momentum transfer of $ = 0.445 GeV and
Q2 = 0.8 GeV2, respectively, up to pm = 0.345 GeV/c [ 68, 69, 70]. This update
experiment expands these measurements up to pm = 0.755 GeV/c at $ = 0.449
GeV and Q2 = 0.902 GeV2. The goals of these measurements are to determine:

• the limits of validity of the single-particle model of valence proton knockout;

• the effects of relativity and spinor distortion on valence proton knockout
using the diffractive character of the ALT asymmetry; and

• the bound-state wave function and spectroscopic factors for valence knock-
out.

The cross section will be determined for measurements from pm = −0.515
GeV/c to pm = 0.755 GeV/c, in order to determine the point at which single-
knockout calculations fail and two-nucleon effects become important. RLT and
ALT will be separated for pm up to ±0.515 GeV/c to further test the relativistic
DWIA calculations. Figure 52 shows anticipated data points from E00-102 for
ALT as a function of missing momentum for the 1p-shell states along with data
obtained from E89-003, both compared to calculations from Udias et al.

Data were taken at a fixed beam energy of 4.620 GeV/c, −→q = 1.066 GeV/c,
and θq = 56.22◦. Throughout the entire experiment, the electron arm (HRS-L)
was also fixed at 12.5◦ with a central momentum of 4.121 GeV/c, allowing it to be
used as a luminosity monitor. The hadron arm (HRS-R) angle varied from 28.3◦

to 96.1◦ to cover the necessary missing momentum range. These kinematics are
shown in Fig. 53.

Both detector stacks were used in their standard configurations. Each stack,
however, contained an additional S0 scintillator for checking trigger efficiency; and
the HRS-L contained a pion rejector to be used for addition particle identification
of π−’s. The target used was the Hall A self-normalizing three-foil waterfall target [
71, 72]. Each water foil was approximately 200 mg/cm2 thick and separated by
25.4 mm at an angle of 57.4◦ with respect to the beam direction. Using the
hydrogen in the water, precision calibrations can be made as well as normalization
of cross sections to known 1H (e, e′p) and 1H (e, e′) cross sections.

All calibrations and corrections have now been performed and the data has
been replayed using ESPACE. Hydrogen cross sections will be calculated soon
using parallel kinematics data. After that, oxygen cross sections, along with RLT

and ALT , will be calculated.
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Figure 52: Projected ALT data compared to E89-003 results and calculations of
Udias et al. Open circles are anticipated data points from E00-102, solid squares
are E89-003 data obtained at slightly different kinematics.

θe = 12.5 o

electron
  HRSl

pmiss= −0.515 GeV/c

pmiss = 0.755 GeV/c
θp= 96.10 o

θp= 28.27 o

θp= 56.22 o
proton
HRSr

4.620 GeV/ce

4.121 GeV/c

1.066 GeV/c

Figure 53: E00-102 kinematics. HRS-L remained fixed at 12.5◦ throughout the
experiment while HRS-R varied around the direction of parallel kinematics.
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3.10 E00-110 and E03-106

Deeply Virtual Compton Scattering from the Proton and the Neutron

Charles Hyde-Wright, Pierre-Yves Bertin, Franck Sabatie, Ron Ransome, Eric
Voutier, spokespersons,

and
the Hall A Collaboration.

In deeply virtual Compton scattering on the nucleon we study the reaction
eN → eNγ at high s, Q2, and low t. A QCD factorization theorem predicts
that the virtual Compton scattering amplitude factorizes into the convolution
of a perturbative kernel and a set of ground-state matrix elements (generalized
parton distributions, or GPDs) [ 73, 74, 75, 76]. The GPDs are functions of x,
ξ ≈ xBj/(2−xBj), and t. x± ξ are the lightcone momentum fractions of the active
quark in the initial and final states, with negative values denoting antiquarks.
t (or more specifically the component of q − q′ perpendicular to q + q′) is the
Fourier conjugate to the transverse coordinate of the quark relative to the center-
of-momentum coordinate [ 79, 80, 81, 82].

In DVCS Experiments E00-110 [ 77] and E03-106 [ 78] we measured the
H(e, e′γp) and D(e, e′γN)N reactions at Q2 from 1.5 GeV2 to 2.5 GeV2 and
xBj = 0.35 and at Q2=1.9 GeV2 and xBj = 0.35 , respectively. Our goal is to
measure the helicity-dependent cross section, which is dominated by the interfer-
ence of the Bethe-Heitler amplitude (radiation from incident or scattered electron)
with the DVCS amplitude constrained to the locus x = ±ξ [ 83, 84]:

d5 →σ

dQ2dxBdtdϕ
− d5 ←σ

dQ2dxBdtdϕ
=

α3

2π2

(2− y)
−t

√
K2

1 + e2

[
A sinϕ + B sin 2ϕ + C sin 3ϕ

s′u′

]
.

(11)
The variable ϕ is the azimuth of the hadron plane (~q ′ ⊗ ~p ′) with respect to the
electron scattering plane. s′u′ = −4(k · q′)(k′ · q′) originates from the electron
propagators of the BH process. y = q · p/k · p is the invariant inelasticity and in
the Bjorken limit the kinematic factor K2/(1 + e2) → (1−xBj)(tmin− t)/~q 2. The
A sinϕ term leading-twist contribution to the cross-section difference. It is the
interference of the BH amplitude with three (out of four) quark GPDs:

A = F1(−t)H(ξ, t) + ξGM (−t)H̃(ξ, t) +
−t

4M2
F2(−t)E(ξ, t), (12)

H(ξ, t) = π
∑

q

e2
q [Hq(x = ξ, ξ, t)−Hq(x = −ξ, ξ, t)] (13)

where F1, GM , and F2 are the usual elastic form factors, and the definitions of H̃
and Ẽ are analogous to Eq. 13. While the proton experiment at our kinematics
is mostly sensitive to H(ξ, t), the neutron experiment allows to access the least
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known GPD E(ξ, t), both of them being essential for the determination of the total
angular momentum carried by the quarks.

In our experiment, the electron is detected in the HRS-L, the photon is detected
in a 132 element PbF2 calorimeter, and the proton is detected in a 100 element
plastic scintillator array. In the deuterium case, an additional detector made out of
57 scintillator strips in two layers in front of the proton array tags charged particles
to separate neutrons from protons. Each channel of the photon, proton and tagger
arrays is recorded by a 128 sample 1 GHz analog ring sampler (ARS) which is
stopped (and subsequently digitized) following a trigger signal from the electron
spectrometer. To reduce the random data-acquisition rate, we have a parallel-
logic digital trigger which either validates the photon signal in the calorimeter
and initiates the digitization and readout cycle, or provides a fast clear signal,
allowing the acquisition to resume within 1 µs of each electron trigger. Following
the spectrometer trigger, the digital trigger integrates each calorimeter PMT signal
in a 40-60 ns window, and then searches all contiguous 4 block clusters for a shower
signal above threshold (typically 1 GeV).

Pulse Time (ns)
0 50 100

0

500

1000

Pulse time in Calorimeter
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20 40 60 80 100
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Figure 54: Left: H(e, e′γ)X coincidence time spectrum for events with a 1 GeV
cut in the calorimeter. Right: Electron-proton coincidence time spectrum for
events with a true coincidence time cut on the H(e, e′γ)X spectrum. The blue
histogram labeled “Mapped Events” is obtained selecting only those blocks in the
proton array that lie within a loose footprint of H(e, e′γp) events, as defined by
the position of the photon shower in the calorimeter.

Figure 54 shows the coincidence time spectrum between the electron and pho-
ton, for shower signals above 1 GeV in the calorimeter. The right-hand panel
shows the coincidence time spectra between the electron and the proton array, for
H(e, e′γ)X coincidence events within the true coincidence window of the left-hand
panel.

In Fig. 55 we show preliminary missing-mass spectra for the H(e, eγ)X re-
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action. The complete histogram (blue) is for all H(e, e′γ)X events. The red
histogram is for H(e, e′γp)X events in which the triple coincidence kinematics
satisfies a coplanarity cut for the detected proton direction relative to the plane
q ⊗ q′. Both histograms show a clear exclusive peak at the mass of the proton.
The coplanarity cut removes the vast majority of the continuum events without
significantly reducing the exclusive signal.

Figure 55: H(e, e′γ)X missing-mass squared spectrum.
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3.11 E01-001

New Measurement of (GE/GM ) for the Proton

J. Arrington and R. E. Segel, spokespersons.

Experiments using the polarization-transfer technique have reported [ 58, 59]
that in the 1 < Q2 < 5.6 GeV2 range the ratio of proton electric to magnetic
form factor falls off linearly with increasing Q2. These results appear to con-
tradict Rosenbluth extractions of the form factor, which yield approximate form
factor scaling (µpGE/GM ≈ 1) [ 60]. However, the uncertainties in the Rosenbluth
extractions are larger than those from the polarization-transfer experiments, es-
pecially at high Q2, and in most cases the disagreement between Rosenbluth and
polarization-transfer measurements is only 1–2 σ. JLab E01-001 was undertaken
with the goal of performing Rosenbluth separations with uncertainties in GE/GM

comparable to those achieved with polarization transfer.
The experiment was run in May 2002 and the extraction of the form factors has

been submitted for publication in PRL [ 61]. The elastic cross sections used in the
Rosenbluth separation were extracted from measurements of the struck proton,
as opposed to previous Rosenbluth separation experiments where electrons were
detected. Detecting the protons has several important advantages [ 61]: (1) the
momentum of the detected particles is independent of ε for a fixed Q2 value, (2)
the cross sections vary slowly as a function of ε, and (3) the radiative corrections
are smaller than for electron detection. Separations were performed at three values
of Q2, 2.64, 3.20 and 4.10 GeV2, using beam energies of 1.912, 2.262, 2.842, 3.772,
and 4.702 GeV. While the left HRS spectrometer was obtaining spectra at the
Q2 of interest, the right spectrometer was set at Q2 = 0.50 GeV2 and serving
as a luminosity monitor. The luminosity monitor is not used in the present left
arm results, although the initial analysis of the right arm results was consistent
with the assumed uncertainties in the luminosities. At two kinematic settings,
coincidence p(e, e′p) data were taken with the right spectrometer detecting the
electrons. These data are used to check efficiencies and spectral shapes.

Figure 56 shows the missing momentum (δp) spectrum; measured proton
momentum minus the momentum calculated from the measured scattering angle,
assuming elastic scattering kinematics. The spectrum is dominated by the elastic
peak but there are two backgrounds that have to be subtracted:

1. Reactions, primarily quasi-elastic scattering, in the target end caps. This
background was determined by taking data on a dummy target at every setting.

2. Protons from the γp → π0+p (and γp → γp) reaction initiated by bremsstrahlung
in the target upstream end cap. These protons were significant only at forward
angles and, because of the pion’s finite mass, their spectrum cuts off below the
elastic peak. Nevertheless, they had to be taken into account. Their contribution
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Figure 56: Missing momentum spectrum for the low ε point at Q2 = 3.20 GeV2.
The black circles indicate the data from the LH2 target while the red histogram
indicates the total simulated spectrum. The spectrum is decomposed into contri-
butions from the elastic peak (blue), protons from the γp → π0p reaction (green)
and protons coming from the Aluminum end caps of the target (magenta).

was modeled using a calculated bremsstrahlung spectrum and an s−7 cross section
dependence, scaled to the measured background below the elastic peak.

The elastic peak was modeled using the Monte Carlo code SIMC. The simu-
lated δp resolution was somewhat narrower than in the data and did not have the
small non-Gaussian tails observed in the data. These tails were due to poor track
reconstruction for a small fraction of the events. The coincidence measurements
allowed us to isolate a clean sample of elastic protons by applying tight cuts on
the elastic peak for the electrons and cutting out the end cap contributions. The
resolution in the simulation was then adjusted to match the data.

The protons in the elastic peak are isolated by subtracting away the two sig-
nificant backgrounds. First the dummy target spectrum is normalized to the
spectrum from the LH2 target at δp values high enough to be above the tail of
the elastic peak. The normalized spectrum is then subtracted from the LH2 spec-
trum leaving the γp → π0p and elastic protons. The spectrum at low δp is used
to normalize the simulated γp → π0p spectrum to the (LH2-normalized dummy)
spectrum with allowance made for the low-energy radiative tail of the elastic peak.
The magnitude of the tail is estimated by matching the simulated elastic spec-
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trum to the (LH2-normalized dummy) spectrum in a narrow region about the
elastic peak. The normalized γp → π0p spectrum is then subtracted away leaving
only the elastically scattered protons. Reduced cross sections are then obtained
as the ratio of the background-subtracted LH2 to the simulated elastic spectrum
over a region about the elastic peak. For the final cross sections the width of the
window used in determining the data to simulation cross section varied from 15
to 31 MeV (larger windows for settings where the elastic peak was wider). With
these windows the protons from the end caps were ∼10% of the elastic yield and
pion photoproduction protons less than 2%. The sensitivity of the extracted cross
sections to the window widths was tested and even with very wide or narrower
windows, yielding larger or smaller corrections for γp → π0p, the change in cross
sections was no more than about 1%. With the windows that were actually used
it is estimated that the uncertainty in the peak shape results in an uncertainty of
∼0.3% in the reduced cross sections.

The reduced cross sections are shown as a function of ε for the three Q2 values
in Fig. 57. The uncorrelated errors on the individual points are typically 0.5–0.6%,
and there is an additional systematic uncertainty on the ε-dependence (i.e. the
Rosenbluth slope) of ∼0.6%. The overall normalization uncertainty is ∼3%.

The radiative corrections that are applied to the data [ 62] are very significant
and are built into the Monte Carlo elastic scattering simulation. The ε dependence
of the radiative corrections results in a change in GE/GM that is comparable
to the difference between Rosenbluth and polarization-transfer determinations.
When the electrons are detected, the ε dependence of the radiative corrections is
about twice as large and of the opposite sign. The fact that the result is the same
regardless of which particle is detected is strong evidence that the bremsstrahlung
is being correctly handled.

In the one-photon approximation the reduced cross section can be written
σR = τG2

M + εG2
E , where ε is the the virtual-photon polarization parameter.

Figure 58 shows the extracted values of µGE/GM from the present experiment,
compared to existing Rosenbluth and polarization-transfer measurements. The
present results are consistent with the previous Rosenbluth results and are in
significant disagreement with the polarization-transfer determinations.

Accepting the E01-001 results leaves but two alternatives:

1. There is a flaw in the polarization-transfer experiments or formalism. A con-
tinuation of the polarization-transfer experiments in Hall C has been approved [
64] and this will provide a check on the Hall A results. A separate check on the
polarization-transfer results using a polarized proton target in Hall C was deferred
with regret by PAC 26 [ 65].

2. The Rosenbluth data are not being interpreted correctly. The possibility that
two-photon exchange corrections could explain the discrepancy is being intensively
pursued and calculations [ 66, 67] have shown that the contributions to the elastic
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Figure 57: Reduced cross sections as a function of ε. The solid line is the best
linear fit to the data, the dashed line gives the slope assuming µGE = GM , and the
dotted line is the slope one obtains using the polarization transfer fit to GE/GM .

cross section from this mechanism could be significant. Considerable experimental
and theoretical efforts are underway to determine if this is indeed the case.
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Figure 58: Extracted values of µGE/GM from the present measurement (solid
circles), a global analysis of previous Rosenbluth extractions (‘×’) [ 63], and the
polarization transfer measurements (triangles).
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3.12 E01-012

Measurement of neutron (3He) spin structure functions in the resonance region.

J. P. Chen, S. Choi, N. Liyanage, spokespersons
P. Solvignon, graduate student

Experiment E01-012 ran in January and February, 2003. The goal of this ex-
periment is to perform a precision extraction of the neutron spin structure function
gn
1 and the virtual photon asymmetry An

1 in the resonance region over a moderate
Q2 range (up to Q2 = 4 GeV2) using Hall A polarized 3He target. The results
from this experiment, combined with deep inelastic scattering data, will provide
a precision test of quark-hadron (Bloom-Gilman) duality predictions for neutron
spin structure function gn

1 and the virtual photon asymmetry An
1 . The Bloom-

Gilman duality has been experimentally demonstrated for the spin-independent
structure function F2. Duality is observed when the smooth scaling curve at high
momentum transfer is an average over the resonance bumps at lower momentum
transfer, but at the same value of the scaling variable xBj . Results from E01-012
will enable one of the first precision tests of spin and flavor dependence of quark-
hadron duality. The demonstration of duality for the spin structure functions will
enable the use of resonance data to study the nucleon spin structure in the very
large xBj region.

In this experiment we used the polarized beam and the polarized 3He tar-
get to measure the inclusive ~3He(e, e′)X reaction. Both Hall A High Resolution
spectrometers (HRS) were used in a symmetric configuration in electron detection
mode. Three beam energies, 3, 4 and 5 GeV, were used with spectrometer angles
of 25◦ and 32◦. At each kinematic setting parallel and perpendicular asymmetries
were measured with the target spin parallel and perpendicular to the electron
beam respectively. The Q2/W phase-space covered by this experiment is shown
in Fig. 59.
Current Status: In the last year Patricia Solvignon, an E01-012 thesis student
from Temple University, has made considerable progress in the data analysis.
She has completed the extraction of raw asymmetries and cross sections. The
acceptance corrections and detector inefficiency corrections have been throughly
studied and applied to the data. The cross sections measured simultaneously on
the two HRS spectrometers agree at the 5% level. Particle identification cuts used
to reject pions have been studied and optimized.

The measured parallel and perpendicular asymmetries were used to calculate
raw virtual photon asymmetries, A1 and A2 for 3He. The preliminary results for
A

3He
1 are shown in Fig. 60. No radiative corrections have been applied to these

results. In the figure A
3He
1 measured in the resonance region in this experiment is

compared to A
3He
1 in the DIS region measured in Hall A experiment E99-117. It is

interesting to note that the resonance region A
3He
1 measured at all four Q2 values
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Figure 59: The Q2 and W coverage for E01-012

of E01-012 seem to show a trend to cross over from negative to positive values in
the same x range where DIS-A

3He
1 also crosses over.

The main remaining data analysis tasks for E01-012 are applying radiative
corrections and extracting neutron asymmetries from 3He asymmetries.
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Figure 60: Preliminary results for 3He virtual photon asymmetry A1 from E01-012.
Radiative corrections and Nitrogen dilution corrections have not been applied.
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3.13 E01-020

(e,e′p) Studies of the Deuteron at High Q2

W. Boeglin, M. Jones, A. Klein, P. Ulmer, E. Voutier, spokespersons

Goals of the Experiment The goal of experiment E01-020 is to provide a
systematic study of the 2H(e,e′p)n reaction down to very short distance scales. It
covers kinematics from below to above the quasi-free peak over a wide range of
four-momentum transfers (Q2 = 0.8, 2.1 and 3.5 GeV2) and missing momenta (pm

up to 0.5 GeV/c).
Each kinematics emphasizes different aspects of the reaction mechanism. For

energy transfers below the quasi-free peak (xbj>1), non-nucleonic effects (virtual
nucleonic excitations and meson exchange currents) are expected to be minimized
since the energy transfer is relatively low. Furthermore, for protons detected
along ~q , Final State Interactions (FSI) are also expected to be minimized since
they would shift strength predominantly from high to low recoil momentum and
the one-body response falls off sharply with recoil momentum. Thus, the high xbj

parallel kinematics measurements are expected to be mainly sensitive to aspects
of the deuteron’s short-range structure.

By examining (for fixed Q2 and pm) the angular distribution of neutrons in
the final hadronic center-of-mass system, one can quantitatively study FSI. Such
a quantitative study will be facilitated by a comparison with a generalized eikonal
approximation, expected to be especially valid at high momentum transfers (and
consequent high neutron-proton relative energies in the final state). The angular
distribution is expected to show a large peak near 90◦ about the ~q direction. The
success of theories in predicting this shape will give us confidence in correcting for
FSI effects in extracting the deuteron structure. This understanding will also be
useful for studies of short-range correlations using (e,e′p) on heavier nuclei.

Finally, a separation of the RLT interference response function will be per-
formed in quasi-free kinematics (xbj=1) at each Q2 for pm up to 0.5 GeV/c to
test the validity of relativistic models. Proper treatment of relativity is essential
at kinematics where we will probe the deuteron’s short-range structure.

Status of the Analysis The analysis described here has been carried out by
two Ph.D. thesis students, one at Florida International University, L. Coman (W.
Boeglin, adviser), and one at Old Dominion University (ODU), H. Ibrahim, (P.
Ulmer, adviser), as well as an ODU postdoctoral research associate (R. Roche),
and graduate student (K. Foe) and the experiment spokespersons.

The first post-run analysis pass is ready to commence. Various calibrations
have been completed in preparation for this pass. The spectrometer optics database
has been optimized using sieve-slit data and multi-foil carbon targets. Other as-
pects of the database have also been optimized: scintillator timing offsets and gain

95



matching and VDC time offsets. Kinematics calibrations using 1H(e,e’p) have
been performed showing good agreement for missing-mass peak position among
the various kinematics. Spectrometer pointing offsets have been determined for
all kinematics and the absolute spectrometer angles have been obtained using a
set of elastic 1H(e,e’p) kinematics at fixed beam energy. All the ESPACE header
files have been updated accordingly. A set of tools to facilitate the computation
of electronics dead times for a list of runs has been developed [ 85].

VDC tracking efficiency has been extensively studied [ 86]. One of the main
findings was that secondary peaks in the focal plane spectra for certain kinematics
arise from rescattering in the spectrometer exit vacuum window frame. These
anomalous peaks are virtually absent in the coincidence data and can be further
reduced through R-function [ 87] cuts. In addition, after visual inspection of many
event tracks using a newly developed event display tool [ 88], we have determined
the requisite per-plane hit multiplicities for candidate tracks.

Beam position calibrations have been carried out based on a “bulls-eye” scan
in concert with survey data. However, rastered data taken with a thin carbon
foil (oriented normally to the beam) shows an anomalous correlation between the
lateral beam position and reaction point along the beam inferred using the BPMs
and spectrometers. This correlation can be removed if a factor of roughly 1.3 is
applied to the lateral beam position as given by the BPMs.

Target boiling studies are now nearing completion. Preliminary results for
deuterium (our experiment employed the cigar-shaped cells) are shown in Figs. 61
and 62. Since we normally used a 2mm × 2mm nominal raster size, we expect a
density correction of 9% for a 100 µA beam current. We expect this to result in
a roughly 1% systematic uncertainty in the cross sections.

Figure 61: Relative yield normalized to
beam charge as a function of beam cur-
rent for a nominal 2 mm × 2 mm raster
size.

Figure 62: Relative yield normalized to
beam charge as a function of beam cur-
rent for a nominal 4mm × 4mm raster
size.
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Remaining Analysis Tasks We are still working on extracting the trigger (i.e.
scintillator) efficiencies. Following this, we will check the absolute normalization
from 1H(e,e’p) elastic scattering. Presently, we expect this to provide merely a
cross check giving us confidence in extracting absolute cross sections from the
data. Once the cross sections are determined we will proceed with phase-space
matching and subsequent extraction of the RLT response function.

Preliminary Results Our yields have not yet been absolutely normalized to
produce cross sections, but we have nevertheless produced preliminary distribu-
tions of data normalized to a simple PWIA model. The systematic uncertainties
should currently be taken to be ±20% until we have performed the necessary cross
checks. The distributions are shown in Fig. 63 along with calculations of Laget [
89]. The gross features are well reproduced by the calculation indicating that the
Glauber treatment may indeed be appropriate for FSI at these outgoing proton
energies.

Figure 63: Preliminary distributions vs. the neutron angle relative to ~q normal-
ized to a PWIA calculation. The curves are calculations from Laget based on a
Glauber treatment of FSI.
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3.14 E04-012

High-Resolution Search for Θ+(1540) Partners

P. E. Reimer and B. Wojtsekhowski, Spokespersons,
and

the Hall A Collaboration.

Experiment E04-012 carried out a search for possible partners of the specula-
tive Θ+(1540) pentaquark. Approved by PAC25 in January, 2004, the experiment
took data in late May, 2004, using the same experimental configuration as the
preceding Hypernuclear Spectroscopy experiment, E94-107. The septum magnets
and the RICH detector were essential for this experiment.

Three reaction channels were studied in which partners of the Θ+ can be
expected to be observed:

• H(e, e′K+)Σ◦
10

in the range MΣ◦
10

= 1530–1820 MeV.

• H(e, e′π+)N◦
10

in the range MN◦
10

= 1600–1830 MeV.

• H(e, e′K−)Θ++ in the range MΘ++ = 1500–1600 MeV.

Here, the Σ◦
10

and the N◦
10

are strange and non-strange members, respectively, of
the antidecuplet symmetry group proposed in the framework of a Chiral Quark
Soliton Model by Diakonov et al. [ 90] (Figure 64). The Θ++ partner is a prediction
of an alternative pentaquark model by Capstick et al. [ 91], which proposes an
isotensor multiplet, as shown in Table 9.

The experiment used a beam energy of 5 GeV, the standard 15 cm hydrogen
cryotarget, and both HRSs, positioned at 6◦ (Fig. 65). Positively or negatively
charged kaons were identified in the left HRS using a combination of the RICH
counter, two aerogels, and a coincidence timing cut centered on the kaon coin-
cidence peak. The charged pion channel was measured simultaneously with the
kaon data and could be extracted by applying different PID cuts. The right HRS
detected electrons and employed a gas Čerenkov for pion rejection.

State Content Iz Strong decay modes
Θ− dddds̄ -2
Θ0 uddds̄ -1 nK0

Θ+ uudds̄ 0 nK+,pK0

Θ++ uuuds̄ 1 pK+

Θ+++ uuuus̄ 2

Table 9: Proposed isotensor multiplet (Capstick et al. [ 91]).
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Figure 64: Proposed antidecuplet symmetry group (Diakonov et al. [ 90]).

Potential resonances were identified by reconstructing the missing mass of the
unobserved particle(s). The kinematics were chosen to cover missing-mass ranges
that included most of the current theoretical predictions for the masses of pen-
taquark partners. In general, the width of the pentaquark partners is predicted to
be comparable to that of the Θ+, i.e. 2–40 MeV; thus, the experiment specifically
searched for narrow resonances.

Thanks to the recent installation of the S2m scintillator planes, which offer
excellent timing performance, a coincidence time resolution of 600 ps FWHM
was achieved. At the kinematics of the experiment, pion and kaon coincidences
were separated by more than 2.5 ns, allowing time-of-flight to be used for particle
identification as well as accidental rejection. Accidentals were further reduced by
applying a vertex cut, requiring the reaction points seen by each spectrometer in
a coincidence event to be close to each other. The vertex resolution was 2.5 cm
FWHM, significantly smaller than the 15 cm length of the target cell.

The performance of the hadron arm PID system is illustrated in Fig. 66. The
upper panel shows the distribution of reconstructed Čerenkov photon angles in
the RICH before any PID cuts; one observes a dominant pion peak. The lower
panel shows the same distribution after aerogel, coincidence time-of-flight, and
vertex cuts; kaons and pions are cleanly separated. The final kaon selection is
made by applying the RICH angle cut shown in the figure, resulting in an overall
pion rejection factor of 3 · 104 and a K/π ratio of > 20 in the final event sample.

Figure 67 shows two calibration spectra that were obtained in regions of known
particles. The upper panel shows the neutron missing-mass peak, demonstrating
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Figure 65: Experimental setup for E04-012.

the achieved resolution of the system, σ = 1.5 MeV. The lower panel illustrates the
ability to identify strange resonances, the Λ(1116) and the Σ(1193), by detecting
coincident kaons.

Results of the Σ◦
10

search are shown in Fig. 68. The upper and lower panels
show the same missing-mass spectrum, once with a fit to the background only and
once with a fit to the background plus a Gaussian resonance in the region of a
candidate peak. In the analysis, the region in which these fits are done is shifted
from bin to bin across the entire missing-mass acceptance, and the improvement
in χ2 of the fit is recorded for each step. The most significant peak yields the
largest χ2 improvement. The intrinsic width of the resonance was taken to be
σ = 5 MeV, and an instrumental resolution of σ = 1.5 MeV was assumed for this
particular example; other intrinsic widths were also studied. Similar spectra have
been obtained for the other two searches, the one for the Θ++ and the one for the
N◦

10
. In our preliminary analysis, no statistically significant peaks were found in

any of the three reaction channels that we studied.
The analysis is currently ongoing. Open items include a detailed study of the

efficiencies, especially of that of the trigger, proper modeling of the background in
terms of known broad resonances, and determination of upper limits on production
cross sections for the pentaquark partner states. A draft of a publication is in
preparation and expected to be circulated in Spring, 2005.
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Figure 68: Preliminary missing-mass spectrum obtained in the Σ◦
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search. The
upper and lower panels show a fit to the background and to a candidate peak,
respectively, to illustrate the search technique. The broad structures across the
region are known wide resonances. No statistically significant narrow peak has
been observed in our preliminary analysis.

103



4 References

[1] Y-C. Chao et al., Energy Spread Monitoring for the JLAB Experimental
Program: Synchrotron Light Interferometers, Optical Transistion Radiation
Monitors and Wire Scanners, in Proc. of the 11th Beam Instrumentation
workshop, Knoxville, Tennessee, ed. Thomas Shea, R. Coles Sibley III, AIP
Conf. Proc. 732 (2004). 12

[2] T. Mitsuhashi, Twelve Years of SR Monitor Development at KEK, in Proc. of
the 11th Beam Instrumentation workshop, Knoxville, Tennessee, ed. Thomas
Shea, R. Coles Sibley III, AIP Conf. Proc. 732 (2004). 14

[3] P. Chevtsov et al., Synchrotron Light Interferometer at Jefferson Lab, in Proc.
of the 2003 PAC,
http://accelconf.web.cern.ch/accelconf/p03/PAPERS/WPPB068.PDF. 14

[4] Eugene Chudakov, http://www.jlab.org/∼gen/talks/talk septum heating
sim 1.ps.gz. 19

[5] http://hallaweb.jlab.org/equipment/targets/cryotargets/. 20
[6] D. Armstrong, B. Moffit and R. Suleiman, JLAB-TN-03017. 20
[7] F. Garibaldi, S. Frullani, P. Markowitz and J. LeRose, spokespersons, JLab

Experiment E94-107, High Resolution 1p shell Hypernuclear Spectroscopy.
22, 59, 67

[8] ELJEN Technology, http://www.eljentechnology.com. 22
[9] XP2282B photomultiplier tube, PHOTONIS, http://www.photonis.com.

22
[10] Jefferson Lab Hall A Annual report, 2003. 27
[11] S. Nanda and D. Lhuillier, Conceptual Design Report for Hall A Compton

Polarimeter Upgrade, unpublished. 31, 34, 35
[12] H. Sakai et al., Nucl. Instrum. Methods Phys. Res. A 445 (2000) 113. 32
[13] J. Urukawa et al., Nucl. Instrum. Methods Phys. Res. A 445, 113 (2000). 32
[14] M. Bregant et al., hep-ex/0202046. 32
[15] D. Berns, Research Electro Optics, http://www.reoinc.com/. 35
[16] I. Freitag, InnoLight GmbH, http://www.innolight.de/. 31
[17] R. W. P. Drever et al., Appl. Phys. B 31, 145 (1983). 32
[18] W. Bertozzi, E. Piasetzky, J. Watson and S. Wood, spokespersons, JLab

Experiment E01-015, Studying the internal small-distance structure of Nuclei
via the triple coincidence (e,e’p+N) measurement. 36

[19] J. Annand, D.W. Higinbotham, R. Lindgren and V. Nelyubin, spokespersons,
JLab Experiment E01-014, Precision measurement of electroproduction of π0

near threshold: a test of chiral QCD dynamics. 36, 37
[20] G. Cates, K. McCormick, B. Reitz and B. Wojtsekhowski, spokespersons,

JLab Experiment E02-013, Measurement of the neutron electric form factor
GE

n at high Q2. 36, 37
[21] W. Bertozzi, B.E. Norum, T. Tamea and K. Wang, spokespersons, JLab

Experiment E02-101, Exclusive study of deuteron electrodisintegration near

104



threshold. 36, 37
[22] W. Bertozzi, S. Gilad, D.W. Higinbotham, B.E. Norum and S. Širca,
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Leon Cole Hampton University
Marius Coman Florida International University
Benjamin Crowe North Carolina Central University

108



Francesco Cusanno INFN/Sezione Sanità, Rome
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