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Introduction

Ordinary matter consists of protons, neutrons and electrons. Electrons are elementary
particles, and their interactions are successfully described by Quantum Electrodynamics
(QED). Protons and neutrons are the building blocks of nuclei, and are generally called
nucleons. They are known to be formed of elementary particles: quarks and gluons. The
interactions between quarks and gluons are described by Quantum Chromodynamics.

Quantum Chromodynamics presents unique characteristics. At very short distances
(<0.2fm), it is asymptotically free. The interactions between quarks and gluons, repre-
sented by the effective coupling constant «;, become very small. A perturbative treatment,
like in QED, allows one to make accurate calculations. However, at large distances, of
the order of the nucleon size, the forces become extremely large. Quarks and gluons
have never been seen free, but only confined at the interior of hadrons. Quantitatively
understanding quark and gluon confinement in Quantum Chromodynamics is one of the
outstanding problems and compelling questions in physics today.

In order to understand how QCD works, and especially how the transition from short
distances to long distances is made, one needs to turn to experiments. By experimentally
studying the structure of the nucleon, we can shed some light into how hadrons are formed
from their underlying degrees of freedom: quarks and gluons.

The electromagnetic probe, well described by QED, provides an excellent experimental
tool to study hadrons. In the past, it has been used to measure nucleon form factors by
elastic scattering and parton distributions through deep inelastic scattering. Recently,
new theoretical tools have been developed. They generalize parton distributions and
contain form factors, but provide a wealth of new information about quarks and gluons
within the nucleon. These new distributions are called Generalized Parton Distributions
(GPDs). By experimentally measuring these new quantities one can gain a deeper insight
into the nucleon structure.

The easiest process which allows access to GPDs is called Virtual Compton Scattering
(VCS), and consists of the production of a real photon off the nucleon, when scattered by
a virtual photon. Schematically,

TP =P
This reaction in a certain kinematic regime (where it is called Deep VCS, or DVCS) can
provide interesting information about GPDs.

DVCS is a very challenging process to measure experimentally. Firstly, its cross section
is very small (of the order of nb). Secondly, identifying this specific channel and separating
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12 INTRODUCTION

it from background requires good experimental resolution. However, as soon as DVCS
was pointed out by theorists as a clean way to measure GPDs, several experimental
collaborations worldwide provided evidence of this process in their data sample. The
statistics of these results were very limited because no experiment had been planned to
measure this particular channel before. Nonetheless, these results proved the experimental
feasibility of this kind of experiments in the currently available accelerator facilities. At
the same time, new experiments were planned. With dedicated experimental setups, much
more statistics and better identification of the DVCS channel can be achieved.

The first dedicated DVCS experiment ran in the Hall A of Jefferson Lab in 2004, and
is the subject of this thesis. The planning, preparation and the data taking and analysis
is the work of a large collaboration. This text describes in detail my contribution to this
experiment. Important work necessary to the understanding of the discussion, will only
be briefly described and reference to detailed explanations will be provided.

The DVCS experiment in Hall A presented several technical challenges. The small
DVCS cross sections are compensated by the very high intensity of the Jefferson Lab
accelerator. Two new detectors were constructed specifically for this experiment: an
electromagnetic calorimeter and a plastic scintillator array. Due to the experimental
constraints, these detectors are located at very small angle and very close to the target. An
important electromagnetic and hadronic background reduces the resolution of detectors.
Specific electronics and data acquisition system were built for this experiment also, in
order to improve detector resolutions.

I joined the DVCS collaboration in 2002 and participated to the preparation of the
experimental setup, including the construction and tests of the electromagnetic calorime-
ter and the plastic scintillator detector. The data was taken during the Fall 2004. An
analysis of these data and some preliminary results are presented in this document.

The text is organized as follows:

e Chapter 1 very briefly reviews the theoretical and experimental context of the study
of nucleon structure. It is not exhaustive, and the reader is usually referred to more
detailed articles or to one of the excellent reviews on the subject. Some analytical
expressions from [1], used on the data analysis, are included at the end of this
chapter for later reference.

e Chapter 2 describes the experimental setup. The standard setup of Hall A at Jef-
ferson Lab will be briefly reviewed and special attention will be payed to the new
DVCS setup, the electromagnetic calorimeter and proton scintillator array, as well
as the dedicated DVCS electronics.

e Chapter 3 describes the tools used in the data analysis. In particular, it describes
in thorough detail the ARS waveform analysis algorithm, a key ingredient in the
experiment raw data analysis.

e Chapter 4 describes the calibration of each of the detectors. It also includes all the
tests performed before the production data taking, in order to characterize the new
detectors.
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e Chapter 5 describes the Monte Carlo simulation used for the acceptance calculation.
Details on the event generator written are given. The way real radiative corrections
are implemented in the simulation is detailed.

e Chapter 6 describes the analysis of the data, the identification of the DVCS chan-
nel and the preliminary results obtained. Attention is payed to the experimental
uncertainties. A brief discussion of the results follows.
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Chapter 1

Deeply Virtual Compton Scattering

The dynamics of quarks and gluons, the elementary particles that form hadrons, are
described by quantum chromodynamics (QCD). However, the knowledge of this theory
is not sufficient at this moment to derive quantitative observables starting from its first
principles. The mechanism that forms hadrons from the underlying quark and gluonic
degrees of freedom is not completely understood. One needs to turn to experiments in
order to better understand how QCD works.

There are two complementary approaches when studying the structure of hadronic
matter [2]. One can access the spatial distribution of charge in a system by elastic scat-
tering of electrons. The form factors measured in this kind of experiments depend on the
momentum transfer to the system and their Fourier transform gives us information about
the spatial distribution of the internal constituents. A completely different approach is
Deep Inelastic Scattering (DIS), where the momentum distribution of the constituents
can be measured.

These two approaches are complementary, but have similar limitations. The form
factors do not contain any information about the dynamics of the hadron, such as the
momentum of the constituents, while the measurements of DIS do not provide any infor-
mation about their spatial distribution . From the correlations between the spatial and
momentum distributions one can gain a deeper insight into the internal structure of the
system.

Let me review briefly these experimental techniques as far as the study of the nucleon
structure is concerned. Later, a new and more general approach will be presented, which
provides novel fundamental pieces of information about the formation of hadrons from
the internal degrees of freedom of QCD.

1.1 Elastic scattering: form factors

In order to determine the charge distribution of a system, one can measure the angular
distribution of the scattered electrons and compare it to the known cross section for

15



16 CHAPTER 1. DEEPLY VIRTUAL COMPTON SCATTERING

Figure 1.1: Probing internal structure through electron scattering.

scattering electrons from a point charge:

do (da) )
=20 [F(q)]%, (1.1)
dQ dQ point

where ¢ is the momentum transfer between the incident electron and the target (cf.
Fig. 1.1). We can deduce the structure of the target from the form factor F(q) [3].
For unpolarized electrons on a static, spinless target with a charge distribution p(x),
normalized so that

/p(x)d3x =1, (1.2)

the form factor is found to be the Fourier transform of the charge distribution:

F(q) = /p(x)eiq'xd?’x. (1.3)

The spectacular measurements of the proton form factors by R. Hofstadter via electron
scattering 4] opened a new era in the understanding of hadron structure. In the case of
a nucleon, the cross section for elastic electron-proton scattering has been calculated by
M. N. Rosenbluth (1950) to leading order in o ~ 1/137 as a function of the scattering
angle 6:

do E ) (G%p(f) + 717G (%)

d_Q(E) =ou(E) ( I3 e + 217G, (¢%) tan® g) , (1.4)
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where E and E’ are the initial and final electron energies respectively,

402E”  , 0
om = " 00525 (1.5)

is the Mott cross section for elastic scattering from a point-like proton, and

_q2

T:4M2.

(1.6)

In the non-relativistic limit the squares of the electric and magnetic form factors Gg,(¢?)
and Gr,(q?) are the Fourier transforms of the spatial distributions of charge and magnetic
moment, respectively.

1.2 Inelastic scattering: parton distributions

In inelastic scattering, energy is imparted to the hadronic system. The invariant or missing
mass W is the mass of the final hadronic state. It is given by

W? = (2Mv + M? — @Q?), (1.7)

where v = E — E'. When only the scattered electron is observed (inclusive measurement),
the composition of the hadronic state is unknown except for its invariant mass W. On
the assumption of one photon exchange, the inclusive differential cross section for electron
scattering from the nucleon target is related to two structure functions, W; and W5
according to

d*c
dQAdE!

6
(E,E",0) =0y (WQ(V, q*) + 2W; (v, ¢*) tan® 5) . (1.8)

This expression is the analog of the Rosenbluth cross section (1.4).
In the limit of Q* = —¢? and v approaching infinity, with a ratio w = 2Mv/Q? held
fixed, the two quantities vW5 and W, become functions of w only. That is,

2MW,(v,¢*) = Fi(w), (1.9)
vWo(v,q?) = Fy(w). (1.10)

It is this property that is referred to as scaling in the variable w in the Bjorken limit.
The experimental observation of scaling of the structure functions was the first evi-
dence of point-like, charged structures within the nucleon. R. P. Feynman first introduced
the parton model as an explanation of Deep Inelastic Scattering (DIS) data. In his initial
formulation (1969), now called parton theory, he assumed that the proton was composed
of point-like partons, from which the electrons scattered incoherently. In an infinite mo-
mentum frame of reference, in which the relativistic time dilation slowed down the motion
of the constituents, the partons are assumed not to interact with one another while the
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virtual photon is exchanged (impulse approximation). In this theory, electrons scatter
from constituents that are “free”, and therefore the scattering reflects the properties and
motions of the constituents. This assumption of near-vanishing of the parton-parton inter-
action during lepton scattering, in the Bjorken limit, was later shown to be a consequence
of QCD known as asymptotic freedom.

1.2.1 Optical theorem: forward Compton amplitude

Right before the incoming lepton hits the target, it fluctuates into a lepton and a virtual
photon, e(k) — e(k')y*(q); the latter interacts with the target |p) fragmenting into a
number of hadrons in the final state |n) with the total momentum P, = ), ps. In the
single-photon exchange approximation, the amplitude of this process is described by the
current-to-current coupling [5],

An = Ly (k; K'){n|5*(0)|p) , (1.11)

of the hadronic transition amplitude (n|j#|p) via the local quark electromagnetic current
j*(z) = Zeq&q(x)’yqu(x) ) (1.12)
q
and the leptonic current

Lk, k) = q%u(k')fy“u(k). (1.13)

The measurement is inclusive with respect to the final states and only the scattered lepton
is detected. Neglecting the phase-space factor, the cross section reads:

2
_« 2 4 _ ooy v
opIs = En |AL|°(2m)*0(p+q— P,) = EL“L,,W“ , (1.14)

where, using the completeness condition ), [n)(n| = 1 in summation over the final states,
we introduce

WW=$/&MWWWW@W. (1.15)

The hadronic tensor W#” is related via the optical theorem to the imaginary part of
the forward Compton scattering amplitude:

1
W = —SmT™ (1.16)
where
TW=i/d%aW@WU%Afm»m» (1.17)

is determined by the chronological product of quark electromagnetic currents (1.12).
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Figure 1.2: Handbag diagram for forward Compton scattering. The imaginary part of its
amplitude is related to the DIS amplitude through the optical theorem (1.16).

1.2.2 The Bjorken limit: handbag and light-cone dominance

As mentioned before, the Bjorken limit is defined by large virtualities Q? — oo and
energies v — oo, at fixed Bjorken variable x5 = Q*/(2p - q).

If the virtuality of the photon is sufficiently high, it will usually “see” only one parton
per collision. The transverse distance probed by the virtual photon in the hadron is of
order 0z, ~ 1/@Q. The probability for coherent scattering on a n—parton configuration is
suppressed by n-th power of the photon virtuality [5]:

‘5ZJ_|2 " 1
p ~Y Y ].-].
" ( mR% (@*mR%)"’ (1.18)

where mR3% is the transverse area of the nucleon. The power-suppressed corrections go
under the name of higher twists. Thus, in leading twist approximation at high Q2 one can
restrict all considerations to the photon scattering on a single parton. This is known as
the handbag approximation. In the forward Compton scattering, a quark taken from the
hadron absorbs the virtual photon and, as a result, accelerates. Then it re-emits a photon
and falls in the same momentum state. After the energy is freed into the final state the
parton merges back into the parent hadron (cf. Fig. 1.2).

The points of absorption and emission are separated by a light-like distance. To derive
the relevant distances in DIS, let us switch to a reference frame where the target proton
is at rest and the virtual photon’s three-momentum points in the direction opposite to
the z—axis. Then the virtual photon 4-vector reads:

Q° Q?
= - 1+ 4M2%/Q? ) . 1.1
1 (zMa:B’O’O’ 2MxB\/ +AMPry/Q (1.19)

We can express ¢ in light-cone coordinates as:

=g +qgnt+ql, (1.20)
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where g7 = ¢° + ¢%, ¢ = ¢* — ¢ and p and n are the Sudakov vectors defined by

1 1
1 (o0 1| 0
p=—| 0| n=—| o (1.21)

1

V2

—1

When Q? is large, the light-cone components of the momentum transfer can be approxi-
mated by

¢ ~Q/(Mzp), q"~ Mzg. (1.22)

The integrand in equation (1.17) is an oscillatory function and thus gives vanishing result
unless the distances involved are

2~ ~1/(Mzp), 2T~ Map/Q. (1.23)

Causality ensures 22 > 0 [6], and so 2z, < 2272~ ~ 1/Q?* Therefore, the only region
which contributes to the integral is close to the light-cone 2z? ~ 0.

1.2.3 Factorization

The parton model is a beautiful example of an important aspect of the QCD treatment of
hard scattering processes. In the parton model, we imagine hadrons as extended objects,
made up of constituents held together by their mutual interactions. We assume that the
hadrons can be described in terms of virtual partonic states, but that we are not able
to calculate the structure of these states. On the other hand, we suppose that we do
know how to compute the scattering of a free parton by, say, an electron. This dichotomy
of ignorance and knowledge corresponds to our inability to compute perturbatively at
long distances in QCD, while having asymptotic freedom at short distances |7]. In the
center-of-mass frame, the hadron is Lorentz contracted in the direction of the collision
and its internal interactions are time dilated. Since partons do not interact during the
collision, they can be thought as carrying a definite fraction z of the hadron’s momentum
in the center-of-mass frame. We can define a function ¢;(z) that expresses the probability
that the proton contains a parton of type ¢ and momentum fraction z. The scattering
process is essentially incoherent and the cross section may thus be computed by combining
probabilities, rather than amplitudes:

ODIS x, Q ZQz Ueq—)eq x, Qz) (124)

This important result, which can formally be proven in QCD in the Bjorken limit, is
known as factorization (for a review of factorization of hard processes in QCD, see [7]).
Since the hard quark-photon subprocess implies small distances (large @?) and small times
(large energies v), but the scales involved in the formation of the nucleon are much larger,
they are uncorrelated and will not interfere.
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2

Z Bj limit Z .
X ¥ X
A

Figure 1.3: Deep inelastic scattering is at leading twist dominated by the scattering on a
single quark, and so its amplitude is related through the optical theorem to the handbag
diagram of the forward Compton scattering.

—%m[

The non-perturbative phenomena is entirely contained in the functions ¢;(x). They
describe the internal structure of the hadron and are universal. The same parton distri-
bution of DIS appear in Drell-Yan processes (A + B — ut 4+ p~ 4+ X). The remaining
function has two important properties. Firstly, it depends only on the parton type, and
not directly on the choice of a hadron. Secondly, it can be computed as a power series in
the strong coupling constant «,(Q), with finite coefficients.

Explicitly writing the value of 0,4, in equation (1.24), the DIS cross section reads:

d2 Ao 2\ 2
dxd;2 =) cla@) g?f [1 + (1 - %) } : (1.25)

where s = (P + k)?. Remarkably, the fraction z only depends on the scattered electron
momentum. Since the scattered parton has a small mass compared to s and Q?,

0~(p+q)°=2p-q+¢*=2zP-q— Q. (1.26)
Thus, the momentum fraction z is simply the kinematical variable x g previously defined:

2
x = @
2P -q

=B, (127)

which is the inverse of the variable w appearing in (1.10). Therefore, by measuring the
structure functions Fj(w) and Fy(w) in DIS, one can have access to the parton distributions
¢i(x), the momentum distributions of quarks within the nucleon.

1.3 Off-forward Compton scattering

Deeply inelastic scattering experiments and other inclusive reactions have been used for
over the last three decades as one of the major sources of information on the complicated
long distance dynamics of hadrons constituents. However, information obtained in this
way is insufficient to constrain the detailed picture of the hadron wave function. There
is a large class of hadronic reactions where one gets a more direct access to the wave
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Figure 1.4: Handbag diagram for Deeply Virtual Compton Scattering (DVCS).

functions. Exclusive processes are defined as scattering reactions where the kinematical
parameters of all initial and final state particle are specified. From the experimental point
of view, this implies a clean identification of the final state of the reaction.

A generalization of the handbag diagram for DIS is shown in Fig. 1.4. Here the virtual
photon interacts with a quark of momentum fraction z 4+ £, but the quark comes back
to the nucleon with a different momentum fraction, x — £. This is possible thanks to an
overall momentum transfer to the nucleon A = (p’ —p), and the emission of a real photon.

The amplitude represented by the diagram of Fig. 1.4 is also a generalization of equa-
tion (1.17) for the forward Compton scattering. Now the final proton is in a different
state [p'):

T i [ dte e T 0) ). (1.28)
Lepto-production of real photons off the nucleon,
ep—ep oy, (1.29)
or rather, the underlying process of Virtual Compton Scattering (VCS),
v e, (1.30)

is dominated, in the Bjorken limit, by the leading twist handbag diagram of Fig. 1.4. A
factorization theorem has been proven for VCS in the Bjorken limit or Deeply Virtual
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Compton Scattering (DVCS) [8, 9], which allows one to calculate the DVCS amplitude as
the product of some Generalized Parton Distributions and a handbag coefficient function
that is calculable perturbatively.

Following the discussion in [10], we can write the Compton amplitude corresponding
to the handbag diagram as

d*k i i
wo— | 2 v B v
™= Z/ (27r)4Tr{ [7 F—Kizvgric U RiXRZ—gtic LﬂM‘”ﬁ(k)}’
(1.31)
where 41 and v are the polarization indices of the virtual and real photon and Mg (k) is
a quark density matrix,

Map(k) = [ ¥at (a(~2/20a(e/2) ). (132

In the Bjorken limit, we can neglect components of four vectors other than the one parallel
to n. Introducing the factor [ dxd’\ Me—kn) — 1 and integrating over k and z, the
Compton amplitude takes the form [10]

1 ! 1 1
T"(p,q,A) = —(g“”—p“n”—p”n“)/ dm( — + . )

2 1 x—&/2+ie x+E/2—1ie
iaaﬁnaAg

(0.6, 02)a(p bralp) + Bl 420306 722 )

+£€'wjaﬂp ns /1 i 1 _ 1
2 R x—E&/2+ie x+E/2—ie

0.6 00 () + Bl €8 5 0 ()| (133)

where

—p-q+ \/(p : Q)2 + Q2(M2 - t/4) Bjorken limit B
M2—t/4 ’ 2—.’133

and t = A2, H, H, E and E are off-forward parton distributions defined through the
following light-cone correlation functions,

€= (1.34)

/dA“%pW(AwmwaW@@)Z H(z, & )u(p)y"u(p)

2m
B 0a) T )+
[ e Wi/ e/l = A, )y sur)
-+E@@@mm§ﬁ@@+“, (1.35)

where the ellipses denote higher-twist distributions.
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1.4 Generalized Parton Distributions

The off-forward parton distributions H, H, F and E defined in the preceding section are
defined for each flavor of quark 7. They are usually called Generalized Parton Distributions
(GPDs). Indeed, in the limit of ¢ — 0, we have

H'(z,0,0) = g¢(=), (1.36)
Hi(2,0,0) = Ag(z), (1.37)

where ¢;(z) and Ag;(z) are quark and quark helicity distributions. On the other hand,
forming the first moment of these distributions, one gets the following sum rules,

/lldxHi(x,g,t)= Fi(t) Ve, (1.38)
/ lldei(x,é“,t): Fi) Ve, (1.39)
/ lldxﬁfi(x,g,t): Gi(t) Ve, (1.40)
/llda:ﬁ]i(x,g,t): Gi(t) V&, (1.41)

where Fi(t) and Fy(t) are the Dirac and Pauli form factors (linear combinations of Rosen-
bluth form factors Gg, and Gyrp) and G4(t) and Gp(t) are the axial-vector and pseudo-
scalar form factors, all of them defined for each flavor of quark 7. Finally, the second
moment of the GPDs is related to the total angular momentum of the quarks J* in the
nucleon, through the so-called Ji sum rule [10, 11]:

1
[ dral@ 60+ B0l =1 ve. (1.42)
-1
Note that unlike equations (1.36) and (1.37), the z—dependence of E and E is uncon-
strained. For & = 0, since H(z, 0, 0) is already measured, Ji’s sum rule directly relates the
total angular distributions of quarks to the integral of GPD E over z.

1.4.1 Gluon GPDs

Up to this point, only the handbag diagram where the virtual photon interacts with a
quark of the nucleon has been considered. At leading twist, there is also the possibility
of scattering on a gluon, as in the diagram of Fig. 1.5. This diagram gives rise to gluon
GPDs, different from the ones appearing in the diagram of Fig. 1.4. Scattering on a
gluon is suppressed with respect to the quark diagram by an order of a;. However, in the
kinematic regime where x g is small, it can have a significant contribution. In the Bjorken

limit, according to Eq. (1.34),
T

£~ (1.43)

2—$B‘
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Figure 1.5: Gluon handbag diagram for Deeply Virtual Compton Scattering (DVCS).

When zp is very small, the momentum fractions x —& and x+¢& are very small in some part
of the integration region over x, and the contribution can be large enough to compensate
the o, suppression. The DVCS experiment described in this thesis, where zp ~ 0.36, is
not sensible to gluon GPDs and they will not be further described. More details can be
found in the review papers [5, 12].

1.4.2 Physics in the transverse plane

While GPDs relate to already known quantities as form factors and parton distributions,
they contain a wealth of new information. The new feature of GPDs is given by their
t-dependence, which introduces a new momentum scale. The target is resolved by the
virtual photon on a spatial scale small compared to the target size: a photon of high
virtuality Q2 selects a short-distance region of the target Ab, ~ %/Q. Meanwhile the
net momentum transfer ¢ is independent, and Fourier-conjugate to the spatial location
where the virtual photon scattering event occurs. This interpretation of the variable ¢,
pioneered by Burkardt [13, 14] and generalized by Diehl [15], is illustrated in Fig. 1.6.
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1+¢

&
1-¢ °

Figure 1.6: DVCS in the transverse plane can be viewed as the emission and reabsorption
of a quark at transverse position b. The transverse location of the initial and final state
proton are shifted relative to each other by an amount of the order of {b. Figure taken
from [15].

DVCS BH

I
(a) (b) (c)

Figure 1.7: Two contributions to the ep — epy reaction: the Bethe-Heitler (BH), where
the photon of the final state is radiated by the initial or the final electron, and DVCS,
where the photon is emitted by the nucleon.

1.4.3 DVCS and BH: nucleon holography

DVCS interferes with the Bethe-Heitler (BH) process, where the real photon of the fi-
nal state is not emitted by the nucleon but radiated by the electron (Fig. 1.7). This
interference allows the simultaneous determination of the real and imaginary parts of the
DVCS amplitude (rather than simply the squared amplitude). This technique, an analog
to holography, allows a three-dimensional experimental exploration of the nucleon degrees
of freedom [16, 17].

If the handbag mechanism dominates, we can access GPDs from DVCS measurements.
GPDs are convoluted with x in the DVCS amplitude through the quark propagators

1/(x — &+ ie):
TDVCS o /1 dx H(.’L‘,g,t) (1 44)
T —Etie '

where the ellipses denote similar terms for E, H and E. In addition to |7PYC5|? which
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can be accessed in the DVCS cross section measurement, the interference of DVCS with
the BH process adds a new experimental dimension. Indeed, one is able to measure the
real part, the integral principal value

1
H
ReTPVOS o P / PRI (1.45)
-1 r—¢§
and the imaginary part
SmTPVYS o —imH(E,€,1), (1.46)

independently. Whereas GPDs appear convoluted in |7PVC52 and ReTPVCS, we can
access it directly through Sm7 PV but only along a precise line of its parameter space

(z =)

e In the region where the DVCS cross section is much larger than the BH one, we can
measure directly o?V¢S:

O_DVCS

LH@EYH [

A deconvolution is needed to access GPDs directly. How to tackle this deconvolution
problem remains an outstanding task for theory [18].

e In the region where the BH dominates the cross section, one can use the interference
term to gain access to the real and imaginary parts of the DVCS amplitude:

— The most straight-forward extraction of the interference term, which measures
the relative phase between DVCS and BH amplitudes, is achieved by making
use of the opposite lepton charge conjugation properties of DVCS and BH
amplitudes. The former is odd while the latter is even under change of the
lepton charge. The unpolarized beam charge asymmetry gives

1
H t
0T — 07 ox ReTPVES = P/ da:M e (1.48)
-1 z—§
and measures the real part of the DVCS amplitude, where a deconvolution is
also needed to access GPDs.

— By either beam or target polarization differences, one can cleanly extract the
imaginary part of the DVCS amplitude, where GPDs enter in diverse combi-
nations. Luckily, since the ratio of BH to DVCS amplitude scales like

Apves 1 | t
~N =y — 1.49
Apg Yy QQ(?J - 1) ’ ( )

with y = p- q1/p - k, for large y or small —t, it is safe to neglect |Apycs|? as
compared to other terms. Thus, in such kinematical settings one has access to
the interference in cross section differences with opposite beam helicities:

07 — 07 o IMTPVOS = —imH(E,€,1) ..., (1.50)
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which provides a measurement of the imaginary part of the GPDs directly, but
only along the line x = &.
Note that the cross section difference can be directly related to GPDs, but
its experimental measurement is more complicated than trying to access the
traditional relative asymmetry or single spin asymmetry (SSA) simply defined
as: R .
ssa=2_"7_ (1.51)
o7 +0%
Indeed, the normalization, the efficiency and the acceptance factors cancel out
in the ratio. It is clearly the simplest observable one can extract from the
data, but the p—dependence of the denominator does not allow the simple

decomposition in ¢ harmonics, which relates to GPDs.

1.5 DVCS beyond leading twist

As argued before, the scattering of a virtual photon on a single parton is the leading con-
tribution to DVCS at high Q2. The simultaneous scattering on two partons is suppressed
by a power of the hard scale. Since experimentally accessed processes are probed at finite
values of the momentum transfer (sometimes only of the order of a few GeV?), one has to
know the magnitude of power-suppressed contributions, which also go under the name of
power corrections or higher twist effects, as they may affect the understanding of lowest
order results.

A systematic approach to power corrections in Compton scattering is the operator
product expansion (OPE) of the product of two electromagnetic currents. Here informa-
tion about hadron structure is encoded in matrix elements of higher-twist operators.

DVCS cross section has been computed completely in the twist-three approximation
by Belitsky, Miiller and Kirchner [1]. The 5-fold differential cross section has the form:

T

e3

2
d°c alrgy

dQ*dzpdp.dide — 1672Q2\/1 + 475 M2/ Q?

In Eq. (1.52) we have integrated over ¢,, the azimuthal angle between the outgoing
photon-proton scattering plane and the target polarization direction, and we have intro-
duced the differential with respect to the azimuthal angle ¢, of the electron scattering
plane.

The scattering amplitude 7 is a superposition of the BH and DVCS amplitudes:

T2 = |Toul + [Toves? + T (1.53)
1 = TpvesTeu + TovesTen (1.54)

(1.52)

1.5.1 Azimuthal harmonic structure of the cross section

We can exploit the structure of the cross section as a function of the angle ¢, between
the leptonic and hadronic plane, in order to extract a set of independent observables.
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Figure 1.8: Kinematics of the DVCS reaction showing the angle ¢ between the leptonic
and hadronic planes.

Fig. 1.8 illustrates the angle ¢ between the leptonic and hadronic planes. The individual
contributions to the cross section have the form [1]:

6 2
2 € BH BH BH _.
Tenl” = AT 1% 0 QPP () Pa(p) { 2 e oos(ng) %5 *”}
(1.55)
2
ke |2 _ e DVCS+Z[DVCS (ny) DVCS . ( )]
pvcs| = P02 Co c, cos(ny) + s, sin(np ,
n=1
(1.56)
+¢6 s 3 - .
7 = i
PP () Pa) 0+;[cncos(n<p)+snsm(ngo)} ,
(1.57)

where the 4+(—) in the interference stands for negatively (positively) charged lepton beam.
In these formulae, all sin(ny) terms depend on the electron helicity A, and for an unpolar-
ized target sZ = 0 and s?V®S = 0. The ¢ dependence of the cross section arises from both
the virtual photon polarization (giving rise to the Fourier structure of Eq. (1.55)—(1.57)),

and from the BH propagators:

QP = (k—q)?=Q"+2k-A>0,
Q*P, = (k—AP=-2k-A+t<0. (1.58)

The Fourier coefficients of Eq. (1.55)—(1.57) are described in detail in [1]. For an un-
polarized target, they are the 11 linear combinations of GPDs summarized in Tab. 1.1,
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| | Unknown | Type | ¢ dependence |
BH? Elastic PP, (e
Form “+cq - cos(ip)
Factors? +cy - cos 2¢)
Con o (F, F7) twist-2 constant
DV (CS? %e[C’ﬂgcs (FelT 7)) twist-3 Cos
Sm[C)Y % (F eff . F*)] twist-3 sin ¢
Re [C’Tﬁl‘;cs (Fr, F*)] twist-3 cos 2¢
Re[C,,,, (F)] twist-2 PPyt
PP, cos
Re[ACL (F)] twist-2++ P
BH. Sm[C},,(F)] twist-2 Fo SIN
DvCs Re[CL,, (FIT)] twist-3 > 1732 cos2¢
Sm[CL,, (FeIT)] twist-3 P, Sin 2
Re[CTunp(Fr)] twist-2 gluon | 55 cos 3y

Table 1.1: The 11 independent quantities that can be extracted from the data (see [1] for
more details). The indice unp refers to an unpolarized target, the only case considered
in this text. The forth column gives the formal ¢ dependence of each term. Each of the
unknowns can be binned in £ ~ z5/(2 — zp), t, and Q.

preceded of some kinematical factors. We will write here the ones we will use for the data
analysis of the experiment, all the others can be found in [1].

1.5.2 Single spin cross section difference

In the kinematic region of the experiment described in this thesis, the BH dominates the
cross section. We can access the imaginary part of the DVCS amplitude by a single spin
cross section difference. In this case, only the helicity dependent terms remain:

a3TRy y

16m2Q%e8+/1 + 423 M2/ Q2

¢ gpvos g ¢ { Ting + st sin2 H (1.59)
——s inp— s7 sin Sy sin , (L
@ T T ot Palp) T
where in this equation sPV®S| s7 and s no longer contain the helicity dependency, which
gives rise to the first factor 2 when writing d°0~ — d°0*". For small values of —t, we can
neglect the term sPVCS coming from |Tpyes|?, following the argumentation of Eq. (1.49).
Only the two following harmonics remain:
s = 8Ky(2-y)SmC(F),

; 16 K2

st = ySm CE(Fel) . (1.60)
2 — B

d°0c” — dPo" =2
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where K is a 1/Q—suppressed kinematical factor

t y262 tmin 4.’133(1 — .’L'B) -+ 62 t— tmin
K> = —(1- l—y—2—)(1- 14 e2
1= (1=v=150) (1= e B )

(1.61)

which vanishes at the kinematical boundary t = t,,;,, determined by the minimal value

21 —zp)(1—V1+€) +¢€ , M
_ 2 _
tmin = —Q 4:1:B(1 — xB) T 62 Wlth € = 23}'36 . (162)

There are two unknowns in the coefficients of Eq. (1.60):

e The first one, which has a sin ¢ dependence, is a twist-2 term and is the following
linear combination of GPDs:

CI(F) = Rt + ; foB (Fy + FB)H - #Fgg, (1.63)
where
SmH = 7Y el {H(EE ) — HI(=E,6 )} + O(ay), (1.64)
SmH = =« zq: e2{HI(&,&,t) + HY(—&,&, )} + O(ay,) (1.65)
Smé = 7 i e { BI(E,&,t) — B, 1)} + O(ay) - (1.66)
4

e The second coefficient, which has a sin 2 dependence is a twist-3 term, and is the
same linear combination, but now of effective twist-3 GPDs:

~ t
CI(j:eff) — Fl%eff—l— TB (Fl + FQ)HBH _

FEeft 1.
2—.’L'B 4]\42 25 ’ ( 67)

where T and £ relate to twist-3 GPDs. In the Wandzura-Wilczek (WW)
approximation [19], which consists on neglecting the antiquark-gluon-quark corre-
lations, all the twist-3 GPDs can be entirely determined by twist-2 ones.

1.6 GPDs parametrizations
A parametrization of GPDs has been proposed by M. Vanderhaegen, P.A.M. Guichon

and M. Guidal (VGG) [20, 21, 22|. Experimental results will be compared with this GPD
parametrization in chapter 6. I describe here its main features.
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1.6.1 Factorized t—dependence

GPDs are parametrized as the product a Double Distribution (DD) [23], which contains
the x and £ dependence, and the Dirac form factor, which parametrizes the t—dependence:

Hjp(,&,t) = Hj)p (2, ) F{ (1), (1.68)
where
1-18|
HY (2,6) = / 48 / | 4a3(z == 0 F(3,0). (1.69)
1+
The double distribution F?(3, &) can be interpreted as the probability amplitude to find
a quark carrying a momentum fraction g of the average nucleon momentum between the
initial and final state, and a fraction (14 «)/2 of the momentum transfer A to the nucleon.
The shape of this double distribution is constrained in two ways. First, at A = 0 (i.e.
¢ = 0) the f—dependence must contain the ordinary parton distributions ¢(f) because
H? must satisfy Eq. (1.36). On the other hand, in the limit of vanishing final nucleon
momentum, the double distribution must show a distribution amplitude of mesons of the
form [(1 — 8) — o][(1 — B) + a]. The parametrization of the double distribution may be
written as

F(B,a) = h(B,a)q(B), (1.70)
where h(f, a) is a profile function constrained by Eq. (1.69) when A — 0:

1-18]
g(z) = / doh(B,0)q(x), (L.71)

1+[8]
so that
18]
/ dah(B,a) =1. (1.72)
—1+8)
Thus, h(8, a) can be written as
1 — 2 _ . 21b
8,0 = o T (173

where C' is a normalization constant that depends on b. The profile function depends
only on one free parameter: b. Larger values of b imply softer {—dependence of H?. At
the limit ¢ — oo, h(8, ) = 1 and H? becomes {—independent. Two parameters b are
necessary, one for valence quarks (by,) and one for sea quarks (bse,). More details can be
found in [24].

1.6.2 Non-factorized i—dependence

A more sophisticated t—dependence, inspired on the quark-soliton model [21], is given by:

HY(z,€ = 0,¢) = #q(x) | (1.74)

where o is a free parameter that can be interpreted as a Regge trajectory.
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Figure 1.9: Reduced DVCS cross section as a function of W for (Q?) = 8 GeV2. Published
H1 [31], preliminary H1 and published ZEUS [32] data are represented. The measurement
is in fair agreement with next to leading order QCD predictions using GPD parametriza-
tions [33].

1.6.3 D-term

The n'*—moment of HY,,(x,£) does not satisfy the polynomiality condition [25] when n
is odd. In order to satisfy this condition one needs to add a so-called D-term D(z,§).
Physically, the D-term represents the exchange of a quantum number 07 between the
photon and the nucleon. It can thus be interpreted as the exchange of two pions.

The D-term is defined in the interval (—¢, €) and is an odd function of z /€.

1.7 Experimental context

GPDs have been the subject of intense theoretical development since the mid-90s [10, 11,
26, 27, 28, 29]. DVCS generated a huge interest, as the simplest process giving access to
GPDs. Excellent reviews can be found in references [5, 12, 30, 24|.

1.7.1 Published results in DVCS

Attracted by the theoretical interest in DVCS, experimental groups from HERA and
Jefferson Lab re-analyzed available data to look for lepto-production events. They all
succeeded in extracting a signal from data.

In the high energy domain, where DVCS dominates over BH, H1 [31] and ZEUS [32]
at HERA were able to determine the reduced cross section from data (Fig. 1.9). In this
energy regime gluons are dominant, and these experiments are sensitive to the gluon
GPDs described in section 1.4.1. At lower energy, in the regime where the BH dominates,
the HERMES [34] and CLAS [35] collaborations have both determined the single beam
spin asymmetry (SSA), shown in Fig. 1.10.
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Technically, even if these experiments show evidence of DVCS events in their data
sample, no interpretation in terms of GPDs is legitimate at this point. The handbag
dominance mechanism needs to be proven. Several tests have been proposed in the liter-
ature [38]. They basically consist of testing the Q?—dependence of different observables.
However, the low statistics of the non-dedicated experiments described above do not al-
low a test of this assumption. From an experimental point of view, the identification of
the DVCS channel was never ideal, as these experiments were not planned to study this
specific reaction.

However, these early non-dedicated experiments proved the feasibility of DVCS mea-
surements using available facilities, and paved the way to improved experimental setups.

1.7.2 Dedicated DVCS experimental program

The first dedicated experiment (E00-110) aimed at measuring DVCS ran in Hall A at
Jefferson Lab in 2004 [39], and is the subject of this thesis. Its first goal is to test the
handbag dominance in the regime Q? ~ 1.5 — 2.5GeV? and zp ~ 0.36. If this is the case,
a linear combination of GPDs will be extracted from its high statistics data. At the beam
energy of Jefferson Lab (5.75GeV), the BH dominates the cross section. It is through a
cross section difference with polarized electrons of opposite helicities that we will be able
to access the imaginary part of the DVCS amplitude, and potentially interpret the result
in terms of a linear combination of GPDs. Fig. 1.11 shows a simple layout of the detector
configuration for the E00-110 DVCS experiment. The 5.75 GeV polarized electron beam
of CEBAF scatters on a 15cm-long LH, target. The scattered electron is detected in
the Hall A High Resolution Spectrometer (HRS), the real photon in an electromagnetic
calorimeter and the recoil proton in a plastic scintillator array. The experimental setup
will be described in more detail in chapter 2.

Another experiment ran in Hall A immediately after E00-110, using a slightly different
setup on a deuterium target in order to measure DVCS on the neutron [40]. In 2005 a
third dedicated DVCS experiment was performed using the large acceptance spectrometer
CLAS in the Hall B of Jefferson Lab [41], which covered a larger kinematical domain but
with lower resolution and luminosity. Additional dedicated DVCS experimental programs
will start soon at HERMES [42] and H1 [43|, with improved experimental setups. The
COMPASS collaboration at CERN has also expressed an interest in running a DVCS
program [44].
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Figure 1.10: Dependence of the beam spin asymmetry as a function of the azimuthal angle
between the leptonic and hadronic planes from both the HERMES [34] and CLAS [35]
experiments. The opposite sign is explained by the opposite charge of the lepton beam
used at the two facilities. GPD models [36, 37| have been overlayed (solid lines) and show
that theory and data are in fairly good agreement. Dashed lines show a phenomenological

fit to the data.

PbF2
Electromagnetic
calorimeter

Plastic scintillator array

Figure 1.11: E00-110 schematic setup showing the three different detectors used to mea-
sured each of the particles in the final state.
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Chapter 2

Experimental setup

The DVCS experiments took place in Hall A at Jefferson Lab from September 21st to
December 9th 2004, including both DVCS on the proton (E00-110) and DVCS on the
neutron (E03-106). I describe in this chapter the experimental setup used in E00-110,
beginning with a short description of the Continuous Electron Beam Accelerator Facility
(CEBAF) |45] at Jefferson Lab and the instrumentation of Hall A [46].

2.1 Jefferson Lab

CEBAF (figure 2.1) was originally designed to accelerate electrons up to 4 GeV by recir-
culating the beam up to five times through two superconducting linacs, each producing
an energy gain up to 400 MeV per pass. Electrons are injected into the accelerator from
a photocathode gun capable of providing highly-polarized electrons. The polarized gun
consists of a strained GaAs cathode, which was illuminated during the DVCS experiment
by a 499 MHz Ti-Sapphire laser, operated at 850 nm. The polarization is measured at the
injector with a 5 MeV Mott polarimeter and the polarization vector can be oriented with
a Wien filter. The current to the three experimental Halls A, B and C can be controlled
independently. Each linac contains 20 cryomodules with a design accelerating gradient
of 5MeV/m. Ongoing in situ processing has already resulted in an average gradient in
excess of 7MeV/m, which has made it possible to accelerate electrons up to 6 GeV. The
design maximum current is 200 yA CW (Continuous Wave), which can be split arbitrarily
between three interleaved 499 MHz bunch trains. One bunch can be peeled off after each
linac pass to any of the Halls using RF separators and septa. All Halls can simultaneously
receive the maximum energy beam.

2.2 Hall A

The DVCS experiment took place in the Hall A of Jefferson Lab, which is dedicated to
high luminosity and precision measurements. The core of the Hall A equipment is a pair of
identical 4 GeV /c High Resolution Spectrometers (HRS). Both devices provide a momen-
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Figure 2.1: Layout of the CEBAF facility. The electron beam is produced at the injec-
tor by illuminating a photocathode and then accelerated to 45MeV. The beam is then
further accelerated in each of the two superconducting linacs, through which it can be
recirculated up to five times. The beam can be extracted simultaneously to each of the
three experimental halls.

tum resolution of better than 2-10~* and a horizontal angular resolution of better than
2mrad at a design maximum central momentum of 4 GeV/c. The magnet configuration
is of a QQDQ type with a vertical bend: a pair of superconducting quadrupoles followed
by a 6.6 m long dipole and a third superconducting quadrupole.

2.2.1 The detector package

The detector packages of the two spectrometers are designed to perform various functions
in the characterization of charged particles passing through. They are located in the
shield huts at the top of the HRS (see figure 2.2). Their configuration can change from
one experiment to another. I describe here the configuration used during the DVCS
experiment.

The left HRS was equipped with two planes of scintillators, S1 and S2, separated
by a distance of about 2m. Each plane is composed of six and sixteen overlapping
paddles respectively, made of thin plastic scintillator to minimize hadron absorption. Each
scintillator paddle is viewed by two photomultipliers (PMTs). A gas Cerenkov detector
filled with CO, at atmospheric pressure [47] and two layers of shower detectors allow the
identification of negative pions and electrons. Tracking information is provided by a pair
of Vertical Drift Chambers (VDCs), described in detail in reference [48].

The trajectory of particles is defined at the focal plane by four variables, two positions
and two angles, reconstructed from the drift chambers:

e 74, and yy,, positions of the particle in the dispersive and transverse directions
respectively,
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Figure 2.2: Schematic layout of Hall A showing both HRS and their detector packages,
as well as the beamline.

® ¢y, and Oy,, the horizontal and vertical angles of the particle.

The track variables of the reconstructed particle in the HRS reference frame are:
e dp, momentum of the particle relative to the HRS nominal momentum Py,
® 4, coordinate along the horizontal axis perpendicular to the spectrometer,
® ¢4, horizontal Cartesian angle of the particle with the HRS axis,

e 0,4, vertical Cartesian angle of the particle with the HRS axis.

These reconstructed variables are obtained from the measured angular and spatial coordi-
nates at the focal plane using an optics matrix, which can be determined experimentally
during special calibration runs.

The right HRS was only used as a luminosity monitor during the experiment, with a
very basic detector package: a pair of scintillator planes and VDCs.

2.2.2 Beamline

The instrumentation along the beamline consists of various elements necessary to measure
the relevant properties of the beam. Special attention is paid to the control and determi-
nation of the beam energy, current and polarization, and also to the position, direction,
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Figure 2.3: Schematic layout of the Compton polarimeter, showing the four dipoles of the
chicane, the optical cavity and the photon and electron detector.

size and stability of the beam at the target location. I will briefly detail here the elements
that were useful to the DVCS experiment.

2.2.2.1 Polarimeters

Compton polarimeter The Compton polarimeter [49], utilizing the process of Comp-
ton scattering, can measure the beam polarization concurrently with experiments. The
polarization is extracted from the measurement of the counting rate asymmetry for oppo-
site beam helicities in the scattering of a circularly polarized photon beam by the electron
beam.

Installed at the entrance of the Hall, the Compton polarimeter consists of a magnetic
chicane, a photon source, a photon calorimeter, and an electron detector as shown in
figure 2.3. The electron beam is deflected vertically by the four dipoles of the chicane and
crosses the photon beam at the Compton interaction point. The interaction takes place at
the center of a resonant Fabry-Pérot cavity, where a primary 230 mW CW Nd:YaG laser
beam (A = 1064 nm) is amplified to 1200 W. After interaction, the backscattered photons
are detected in the calorimeter and the electrons in the silicon strip electron detector
located a few mm above the primary beam in the front of the fourth dipole. Electrons
that did not interact exit the polarimeter and reach the target.

The statistical error of a Compton measurement is inversely proportional to the square
root of the number of events and to the analyzing power of the polarimeter, which is
basically proportional to the electron beam energy. For our beam energy and current,
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a 1% statistical error could be achieved in 2.5h of data taking. However, this is far
from being the limiting factor. Since the Compton data was taken during normal DVCS
running, we can average over long periods of time in order to make the statistical error
negligible.

Mgller polarimeter A Mgller polarimeter exploits the process of Mgller scattering of
polarized electrons off polarized atomic electrons in a magnetized foil. The reaction cross
section depends on the beam and target polarizations. The Mgller polarimeter uses a
ferromagnetic foil, magnetized in a magnetic field of about 24mT along its plane, as a
target of polarized electrons. The target foil can be tilted at various angles to the beam
in the horizontal plane, providing a target polarization that has both longitudinal and
transverse components, to permit determination of a transverse component of the beam
polarization. The spin of the incoming electron beam may have a transverse component
due to precession in the accelerator and in the extraction arc.

The Mgller scattering events are detected with the help of a magnetic spectrometer
consisting of a sequence of three quadrupole magnets and a dipole magnet. The detector
consists of lead-glass calorimeter modules, split into two arms in order to detect two scat-
tered electrons in coincidence. The helicity-driven asymmetry of the coincidence counting
rate is used to derive the beam polarization.

The polarization measurements with the Mgller polarimeter are invasive, and one
measurement typically takes an hour, providing a statistical accuracy of about 0.2%.

Systematic uncertainties of the polarimeters The most important systematic un-
certainties of the two polarimeters are different. The dominant uncertainty of the Mgller
polarimeter comes from the uncertainty in the target polarization while that of the Comp-
ton polarimeter comes from its analyzing power. Another uncertainty comes from the fact
that the Mgller polarimeter has to use a low beam current (0.5 pA, typically). The cur-
rent is reduced at the injector, either by attenuating the laser light or with a slit at the
chopper. Each of these techniques might change the beam polarization. In contrast, the
Compton polarimeter is used at the same current as the experiments. At energies of a
few GeV the main systematics uncertainties of the Compton polarimeter come from the
knowledge of the detectors’ calibration and resolution in the determination of the mean
analyzing power. In the measurement of the Compton asymmetry, special care must be
taken to minimize the sensitivity to helicity-correlated beam parameters, like the beam
position. The background depends critically on the beam tune. The Mgller polarimeter
is insensitive to this class of uncertainties. At the energy of our experiment, the total
systematic error of the Compton measurement was 2%, while it was 3% for the Mgller
polarimeter.

2.2.2.2 Beam position monitors

In order to determine the position and direction of the beam at the target location, two
Beam Position Monitors (BPMs) are used, one located 7.524m and the second 1.286 m
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upstream of the target. Each transverse coordinate of the beam centroid is calculated
from the ratio of the difference to the sum voltages on a pair of diametrically opposed
antennas. The relative position of the center of the beam centroid can be determined
to within 100 ym for currents above 1 pA. The absolute position of the beam can be
determined from the BPMs by calibrating them against wire scanners which are located
adjacent to each of the BPMs. The wire scanners are surveyed with respect to the Hall
A coordinates at regular intervals.

2.2.2.3 Beam current monitor

The Beam Current Monitor (BCM) of Hall A is designed to provide a stable, low-noise,
non-interfering beam current measurement. Two RF cavities and an Unser monitor are
enclosed in a temperature-stabilized box to improve magnetic shielding. The Unser mon-
itor is a Parametric Current Transformer, which provides an absolute reference. This
monitor is calibrated by passing a known current through a wire inside the beam pipe.
As the Unser monitor’s output signal drifts significantly on a time scale of several minutes,
it cannot be used to monitor the beam current continuously.

The two resonant RF cavity monitors on either side of the Unser Monitor are stainless
steel cylindrical waveguides tuned to the frequency of the beam (1.497 GHz) resulting in
voltage levels at their outputs that are proportional to the beam current.

2.2.2.4 Absolute energy measurements

The beam energy can be measured by two independent methods [50]: the Arc and eP
methods. The Arc method determines the energy by measuring the deflection of the beam
in the arc section of the beamline. The measurement is made when the beam is tuned in
dispersive mode in the arc section. The momentum of the beam is then related simply to
the field integral of the eight dipoles and the net bend angle of the beam through the arc
section.

The method consists of two simultaneous measurements, one for the magnetic field
integral of the bending elements (eight dipoles in the arc), based on a reference magnet
(9th dipole) measurement, and the actual bend angle of the arc, based on a set of wire
scanners. A measurement of the beam energy made during the experiment using the Arc
method resulted in the value E, = 5757.2 £ 0.1 & 0.1 MeV.

The eP method utilizes a stand-alone device along the beamline located 17 m upstream
of the target. In this method, the beam energy is determined by measuring the scattered
electron angle and the recoil proton angle in the *H(e,e’p) elastic reaction.

The eP system consists of two identical arms, each of which contains an electron
and a corresponding proton detector system, made up of a set of 2x8 silicon micro-strip
detectors in the reaction plane. Both arms are placed symmetrically with respect to the
beam along the vertical plane. Simultaneous measurements of the beam energy with both
arms result in the cancellation, to first order, of uncertainties in the knowledge of the
position and direction of the beam.
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The eP measurement could not be used during the DVCS experiment as the instru-
mentation was not fully operational at that moment.

2.2.3 The target system
2.2.3.1 The scattering chamber

A custom-made scattering chamber was built for the DVCS experiment. It was thinner
than the usual scattering chamber in Hall A. Also, a larger exit beam pipe was constructed.
The scattering chamber is made of a 1 cm spherical shell of aluminum, permitting low en-
ergy protons to penetrate it (minimum momentum of 305 MeV, corresponding to a cut on
the kinematic variable ¢ of -0.091 GeV?). Moreover, the new scattering chamber accom-
modates the spherical symmetry of the reaction and makes energy losses independent of
the scattering angle. The larger exit beam pipe reduces the background.

2.2.3.2 Cryogenic target

The cryogenic target system is mounted inside the scattering chamber along with the
sub-systems for cooling, gas handling, temperature and pressure monitoring, target con-
trol and motion, and an attached calibration and solid target ladder. The basic cryogenic
target has three independent target loops, two of which were used for the DVCS experi-
ment: a liquid hydrogen (LH,) loop and a liquid deuterium (LD;) loop'. Each of the two
liquid loops had a cylindrical aluminum target cell, 15 ¢cm long, mounted on the target
ladder. The sidewalls of the cells were about 178 ym thick, while the entrance and exit
windows were approximately 102 and 127 ym thick, respectively. The operating tempera-
ture and pressure of the LH, target is 19 K and 0.17 MPa, resulting in a density of about
0.0723 g/cm?®. The targets are arranged in a vertical stack, which can be moved from one
position to another by remote control. The solid target ladder contained the following
targets:

e Optics: Seven 1 mm thick carbon foils used mainly for optics calibration of the
HRS.

e Two dummy targets: +2cm and +7.5cm Al foils to study target walls effects.

e Cross hair: Aluminum foil with a milled cross, used to measure beam position
with respect to the target.

e BeO: It allows to see the beam spot at the target through a camera installed in the
scattering chamber.

e C: 1mm thick carbon.

!The deuterium loop was only used during experiment E03-106, running just after the experiment
described herein.



44 CHAPTER 2. EXPERIMENTAL SETUP

e Empty: Position used to reduce radiation on detectors while beam was used for
other purposes (Moller and eP runs, beam size measurements using wire scanners
and other beam tunings).

The cryogenic target can take up to 130 A of beam current. In this configuration,
the beam heating alone deposits 700 W in the target . The maximum luminosity achieved
is over 5-10% cm™2/s. This is far more than necessary for the DVCS experiment, which
was designed to run at 103" cm™2s7!, i.e. 2.25 pA.

2.3 Electromagnetic calorimeter

The left HRS was used to measure the scattered electron in the DVCS experiment. The
emitted photon and the recoil proton of the DVCS reaction were detected in two dedicated
detectors built for the experiment. This section describes the electromagnetic calorimeter.

2.3.1 General characteristics

The electromagnetic calorimeter consists of an array of 11 x 12 PbF, blocks, each mea-
suring 3 x 3 x 18.6cm3. PbF, is a very dense material (7.77 g/cm?), which allow a very
compact detector. The radiation length of PbF, is 0.95 cm and its Moliére radius is 2.2 cm.
Thus, more than 99.9% of the photon energy is absorbed in the crystals (19.6 radiation
lengths) and a typical electromagnetic shower is contained in 9 adjacent blocks.

Each block is wrapped in Tyvek® (internal wrapping) and Tedlar® (external wrap-
ping). The Cerenkov photons emitted in each block by the charged particles of the elec-
tromagnetic shower are collected by Hamamatsu R7700 PMTs. Around 1000 Cerenkov
photons are emitted per GeV (Monte Carlo simulation estimate).

2.3.2 Gain monitoring system

In order to monitor gain variations of individual channels, a system based on Light Emit-
ting Diodes (LEDs) was designed. A remotely controlled carriage holding the whole
system can be moved in front of each of the blocks. In order for this carriage to move
in front of the crystals, the calorimeter needs to be retracted by 45 cm centimeters. This
motion is also remotely controlled.

Three pulsed and one continuous LEDs are integrated in the board. The pulsed LEDs
can be simultaneously and individually turned on or off, thus allowing the testing of the
linearity of each channel (see results in section 4.2.2). The continuous LED was used to
simulate the low energy background noise in the PMTs and check their gain variation
as a function of their anode current. In addition to the LED system, a UV lamp was
incorporated into the carriage. Turning it on for a few hours cures crystals from radiation
damage.

This system also provides a relative calibration of each channel. Since the light emitted
by the LED is constant, the high voltage (HV) of each PMT can be adjusted to get the
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Figure 2.4: Calorimeter layout (backside view). The LED carriage of the monitoring
system, as well as the system to control its motion, are schematically shown.

same output signal in each block, matching overall gains. Figure 2.4 shows a schematic
layout of the calorimeter, together with the LED monitoring system.

I contributed to the installation and tests of this system and some results and discus-
sion will be presented later in section 4.2.2.

2.4 Proton detector

The hadronic part of the DVCS reaction has an azimuthal symmetry around the virtual
photon (which has an almost fixed direction, as explained in section 2.3.1). The proton
detector takes advantage of this symmetry, and consists of a set of 100 EJ200 plastic
scintillator blocks, arranged in 20 towers of 5 blocks each. Its azimuthal coverage is 270°
around the average virtual photon direction and its polar coverage is 20°, from 18° to
38° with respect to the average virtual photon. There is a 90° azimuthal cut-out in this
detector on the beam side (see figure 2.5) in order to accommodate the exit beam pipe
in the setting where the detector is located closest to the beamline. The minimum polar
angle of 18° is necessary in order not to interfere with the calorimeter and the choice of
the maximum polar angle of 38° was determined by the very small cross section value for
large values of —t.

Both the calorimeter and proton detector were equipped with a DC current monitoring
system. The low energy background can be very damaging to the detectors. It mainly
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Figure 2.5: Proton array layout (left), where the polar segmentation is not visible. The
right figure shows its relative position to the scattering chamber and the left HRS. The
exit beam pipe (not shown) goes in between these two detectors.

comes from Mgller electrons and low energy photons. The light they produce is seen as a
continuous component by PMTs, similar to a light leak. This affects both the gain of the
PMTs and their lifetime. The continuous LED system in the calorimeter was designed to
measure the effect of a light leak on the PMT gains, and results that will be presented
later will show that the gain variation remained below 1% for the anode currents measured
during the experiment. DC current was monitored constantly during the experiment to
ensure PMT gain stability and the lifetime of PMTs during the whole experiment.

2.5 Control systems

A distributed system based on the application framework of the Experimental Physics
and Industrial Control System (EPICS) is used to monitor and control various elements
of the Hall A instrumentation. EPICS is also used at JLab to monitor and control the
accelerator. For the DVCS experiment, the motion of the calorimeter and the LED gain
monitoring system was controlled by EPICS, as was the HV and DC current monitors for
each detector channel.
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The value of any EPICS variable, such as the HV of PMTs or the position of the LED
carriage in front of the calorimeter, can easily be added to the data stream at regular
intervals.

2.6 Data acquisition

In addition to two dedicated detectors, a new data acquisition system was designed and
built in order to fulfill the very special requirements of the DVCS experiment in terms
of background noise and counting rates. I will very briefly describe the standard data
acquisition system in Jefferson Lab and the Hall A, and then in some more detail the one
used for the DVCS experiment.

2.6.1 Data acquisition in Jefferson Lab and the Hall A

The data-acquisition (DAQ) system in Hall A uses CODA (CEBAF On-line Data Ac-
quisition System), developed by the JLab data-acquisition group. Supported hardware
elements are mainly commercially available electronics, including front-end Fastbus and
VME digitization devices, single-board VME computers, 100BaseT Ethernet networks,
Unix or Linux workstations, and a mass storage tape silo (MSS). The commercial soft-
ware elements are the VxWorks operation system which runs on the VME computers, and
either SunOS or Linux on the workstations. Custom hardware elements made at JLab
include the trigger supervisor that synchronizes the read-out of the front-end crates and
handles the dead-time logic of the system. The most important custom software compo-
nents of CODA are the read-out controller (ROC), which runs on the front-end crates, the
event builder (EB) and event recorder (ER), which run on a Unix or Linux workstation,
the event transfer (ET) system, which allows distributed access to the data on-line or
insertion of data from user processes, and finally the RunControl process, which allows
users to select different experimental configurations and to control the experiment data
taking.

For each event, which corresponds to a trigger accepted by the trigger supervisor, data
are gathered from the front-end boards by the ROC component, which buffers the data
in memory and sends these buffers via the network to the EB running on a workstation.
The EB builds events from fragments sent by the various ROCs and passes them to the
ER, which writes data to a local disk. The data are subsequently written to tapes in the
MSS. Using the ET system, various additional pieces of data are inserted into the data
stream every few seconds from the control system, scalers, or text files of information.

2.6.2 DVCS DAQ

Two new crates running two ROCs were used to read-out the calorimeter and proton
detector data. The front-end electronics used to record the data from these detectors
were specifically designed for this application.
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Figure 2.6: PMTs signals are recorded in a 128 ns window at a sampling rate of 1 GHz.
The offline treatment of this data allows to resolve pile-up events, as the one shown in
this figure.

Due to the high luminosity of the experiment (103" s™'¢cm™2) and the location of the
detectors at small angles from the beamline and close to the target (some blocks of the
calorimeter are at 6° and 1.1 m from the target in one of the kinematic settings), high
single rates, up to 10 MHz, were expected. With pile-up events (like the one shown in
figure 2.6), conventional ADCs would give very inaccurate results. In order to cope with
pile-up and attain sufficient energy and position resolutions, a system based on the Analog
Ring Sampler (ARS) [51] chip was designed.

2.6.2.1 The Analog Ring Sampler

The Analog Ring Sampler consists of an array of 128 capacitor cells, which continuously
sample the signal. Some of the cells are in the track state (connected to the signal), and
some are in the hold state (isolated). Cells are cleared when they are switched to the
track state. At any time, the last tens of nanoseconds of the input signal are recorded in
the cells in hold state. The number of hold cells is a constant number determined by a
7-bit input bus of the circuit.

Memory cell switches are controlled by command signals coming from an internal
loop delay line. The sampling frequency is defined by the elementary delay between two
consecutive command signals, and was 1 GHz in our experiment.

When a signal STOP is received, the ARS stops overwriting. Until the memory is full,
the last cells in track state continue to switch to the hold state while none of the cells
already in hold state are cleared. Sampling is completely stopped when all the cells are
in hold state. The signal is then stored in the array of capacitors, with the charge of each
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capacitor proportional to the value of the input signal. If a new signal VALID is received,
the charge on each of the capacitors is digitized using flash-ADCs and the information
transfered to the data stream.

This digitalization allows the recording of the signal of each channel for every event
over 128 ns as in a digital oscilloscope. Figure 2.6 shows a typical example. This data can
then be treated offline to resolve pile-up events (see section 3.2).

The ARS system generates a large amount of data. Each sample is digitized by an
11-bit ADC. If all channels are read for every event, it implies for a typical coincidence
rate of 50 Hz, a data rate of 2Mbytes/s. The transfer of this large amount of data at
every trigger has an impact on the acquisition system deadtime. As it was mentioned in
section 2.3.1, a typical electromagnetic shower is contained in only 9 calorimeter blocks.
In order to reduce the amount of data by recording and reading only the interesting
electronic channels of the calorimeter, a dedicated trigger module was designed for the
experiment. Its main characteristics are described in the following section.

2.6.2.2 Calorimeter trigger module

DVCS detectors are located in a high background environment as they are unshielded
and in direct view of the target at a small angle to the beamline and a small distance
from the target. DVCS photons, however, are very energetic (over 1.5GeV). A high
threshold can be set in the calorimeter as a whole. On the other hand, an electromagnetic
shower develops exponentially in the detector, which means that even though 9 blocks
are typically hit, more than 90% of the energy is deposited in the central block, and only
very little energy is deposited in the surrounding blocks. An individual block threshold
is not well suited.

In order to account for the topology of the electromagnetic shower, the calorimeter
trigger module works in the following way. When an external signal is received (typically
a good electron candidate has been detected in the HRS), it integrates the signal of each
calorimeter PMT in a time window (chosen to be about 60ns during the experiment),
using 7-bit flash-ADCs. It then computes the sum of these ADC values for every set of
2x 2 neighboring blocks (see figure 2.7 left). Note that these sets overlap. The sum of the
4 neighboring blocks is coded in 8 bits. Only the ARS corresponding to 2x2 sets above
a threshold will be recorded.

The right plot in figure 2.7 shows a typical example. The numbers shown in each
calorimeter block correspond to the result of the fast integration of each channel signal.
Most blocks are at their pedestal values (around 8 or 9 ADC channels). Some low energy
noise is present all over the calorimeter, but only 4 overlapping sets of 2x2 blocks are
above threshold (set to 57 ADC channels during most of the experiment, corresponding
to around 1 GeV of energy). The 9 corresponding ARS will be recorded. Note that blocks
with low signals will generally not be read. However, they will be recorded if they are
next to a high energy block, as low energy blocks are important to the energy and position
resolution of the main cluster.

The time the calorimeter trigger module takes to make a decision on whether any



20 CHAPTER 2. EXPERIMENTAL SETUP

(=Y
=

23|35|47|59|71|83|95 (107119131
22|34 |46 |58 |70 |82 |94 106/118/130
105/117|129
104/116/128
103|115/127
102/114/126
101/113|125
100/112/124
15|27 |39 51|63 |75|87|99|111/123
14|26 |38 50|62 |74 |86|98|110{122
13|25|37 49|61 |73|85|97|109]121
12|24 |36 48|60 |72 |84 |96 108120

=
o

O|RPINW|dlOW|lo |N || |©

Figure 2.7: Calorimeter showing block numbers and two examples of overlapping sets of
2x2 neighboring blocks (left). The sum of ADC values in each set are computed and
compared to a threshold. ARS belonging to sets above threshold will be recorded. A
typical event is shown in the right, where each block is labeled with the result of the fast
ADC integration. Four overlapping sets are above threshold in this example and the 9
corresponding blocks (highlighted in yellow) will be read.

ARS needs to be recorded or not is 340ns (17 counts of a 50 MHz clock). This module is
based on 4 FPGAs (Field Programmable Gate Array), very flexible user-programmable
logic-array chips.

2.6.2.3 DVCS trigger and readout

The experiment trigger works in two steps. The first step is defined by the HRS, whose
trigger is set on an S1-S2 coincidence. In order to reduce the number of HRS triggers due
to negative pions, the Cerenkov detector in the HRS was also in the trigger during most
of the experiment.

When the HRS fires (indicating a good electron candidate), all ARS are stopped (but
not yet read) and the calorimeter trigger module is started. It integrates all calorimeter
PMT signals following the procedure described in section 2.6.2.2. After 340 ns a decision
whether to read the calorimeter ARS or not is available. The two possible outcomes are
illustrated in figure 2.8. If none of the blocks need to be read (most of the time), a fast
clear of all ARS is made, with a total dead time of around 500ns. If at least one set of
2x2 blocks is above threshold (indicating a good photon candidate), then the readout of
the corresponding ARS is started. The digitalization and transfer of the data imply a
dead time of about 128 s in this case.

Due to the small acceptance of the HRS and the kinematics of the DVCS reaction,
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Figure 2.8: Schema of the DVCS trigger. HRS trigger stops all ARS and starts the
calorimeter trigger module, which takes a decision whether to read ARS or not in 340 ns.
If no ARS needs to be read, a fast clear is made with a total dead time of 500 ns. When
ARS are read out, DAQ is busy during 128 us.

the wvirtual photon is always emitted in a very small angular region, around which the
calorimeter is centered. The fictitious impact point of the virtual photon in the calorimeter
is constrained to its four central blocks. The proton detector is not in the trigger and is
read at every HRS—calorimeter coincidence. As the virtual photon has an almost fixed
direction, the approximate region of the proton detector that a DVCS proton would hit
can be inferred knowing only which calorimeter region was hit by the photon. The choice
of which proton detector region (which blocks) should be read can then be made on the
fly out of the information provided by the calorimeter trigger module. The accuracy of
this prediction is dominated by a convolution of the HRS acceptance and the calorimeter
energy resolution. Processes like multiple scattering in the target and the scattering
chamber can also affect the accuracy of the prediction. The look-up table of proton
detector blocks to read as a function of calorimeter ones was computed using a Monte
Carlo simulation based on GEANT 3.21 (see chapter 5 for more details), which included
a realistic description of all the elements of the experimental setup. Figure 2.9 shows the
proton detector map determined and used in the experiment. The detector inefficiency for
DVCS protons due to this map is smaller than 0.1%. Depending on the kinematic setting,
between 15% and 30% of the proton detector blocks needed to be read on average. This
reduces the amount of data recorded and therefore the acquisition dead time. Note that
no threshold was set in any of the proton detector channels, so that even very low energy
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Figure 2.9: Proton detector blocks to be read as a function of the 2x2 calorimeter set
which fired. Note that the number of 2x2 sets in each direction is one less than the
number of calorimeter blocks (cf. Fig. 2.7).

protons could be detected. The communication between the calorimeter and proton array
crates necessary for this block selection in the proton detector was made possible by a
multiplexer module (MUX) that allowed the calorimeter trigger module to send its data
to the proton array crate.

2.7 E00-110 kinematic settings

In order to test the dominance of the handbag mechanism, necessary to make the the-
oretical connection between DVCS and GPDs, three kinematical settings at 3 different
values of Q? and fixed xp were made in the E00-110 experiment.

With an electron beam energy of 5.75 GeV and the several constraints of the experi-
mental apparatus, we develop here the 3 optimal kinematical settings for this experiment.
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We consider the kinematics of the leptonic reaction

e (k) = e (K)7"(q) . (2.1)

In the laboratory frame the four-momenta of the particles are

k= (EbaOaOaEb) ) (22)
k' = (‘ﬁe|:|ﬁe|5ineeaoa |ﬁe|C0808), (23)
q= (v,|q]sinb,,0,|q cosb,), (2.4)

where Ej is the electron beam energy, P; is the scattered electron momentum, ¢ is the
virtual photon momentum, 6, is the angle between the scattered electron and the beam
direction, and 0, is the angle between the virtual photon and the electron beam. We
have neglected the electron mass.

Using energy and momentum conservation in reaction (2.1), we can write cosf,- as a
function of two pairs of variables: (s,zp) and (Q?,xp), which allow the identification of
the experimental constraints:

. 1+M$B/Eb _
cos 0. = , cos O+ =
V14 4M23% /Q?

1 +M.’1?B/Eb

- AM?2%(1 — zp)
(s — M?)zp

(2.5)

Fig. 2.10 (top) shows 6,« as a function of xp for E, = 5.75 GeV.

Similarly, we obtain the expression for \P;\ as a function of 6, and the relevant invari-
ants of the reaction: Q% s = (¢+p)?, and the Bjorken variable zp (p is the four-momentum
of the target proton, which in the laboratory frame is p = (M, 0,0,0)):

o Q2

Pl = 2E;(1 — cosf,)’

\ﬁ\ _ EyMzg
‘" Ey(1 —cosb,) +apM’
q M2 — 5+ 2ME,

el = 2[M + Ey(1 —cosb,)] (2:6)

Figure 2.10 (bottom) shows |P,| as a function of 6, and Q?, s and z .

The electromagnetic calorimeter is centered along the direction of the virtual pho-
ton *. Several kinds of constraints exist. Geometrical constraints for the positions of
detectors in the Hall imply:
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Figure 2.10: Top: angle between the virtual photon and the electron beam as a function
of zp; curves for constant Q2 and constant s are also plotted. Bottom: scattered electron
momentum magnitude as a function of the scattering angle; curves for constant Q?, con-
stant s and constant xp are also plotted. Shadowed zones in both figures correspond to

regions not accessible due to experimental constraints.
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s Q? g 0, 6., P,
(GeV?) | (GeV?) (deg.) | (deg.) | (GeV)
3.5 1.5 0.36 | 15.6 22.3 3.6
4.2 1.9 0.36 | 19.3 18.3 2.9
4.9 2.3 0.36 | 23.9 14.8 2.3

Table 2.1: Three kinematical settings of the E00-110 experiment. With the aim of testing
the handbag dominance, 3 different Q% setting were chosen to maximize the highest (Q?
value and Q? range studied, while remaining above the main nucleon resonances.

where 0, is the angle between the scattered electron and the virtual photon.
To ensure that the data are from the deep inelastic scattering regime (with the nuclear
excitation well above) we require

5> 3.5 GeV?2. (2.10)
Finally, the maximum momentum measurable by the spectrometer implies:
|P.| < 4 GeV. (2.11)

All these constraints have been represented as shadowed zones in Fig. 2.10. In the
allowed areas we have searched for three kinematical points at different Q? and constant
xp. The 3 squared points in the figure represent the 3 kinematics chosen. With the aim
of testing the handbag dominance, 3 different Q? setting were chosen trying to maximize
the highest @Q? value and Q? range, remaining above the main resonances. In Tab. 2.1 we
summarize these kinematics.
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Chapter 3

Analysis methods

This chapter describes the different methods used to analyze data from each of the de-
tectors. The dedicated detectors required the development of specific tools, such us the
waveform analysis algorithm to treat ARS data. The calorimeter and proton array anal-
ysis tools will be the main focus of this chapter. For completeness, some details on the
HRS analysis will be presented first.

3.1 High Resolution Spectrometer

We can divide the HRS analysis into two main parts described in the following sections:
the tracking, done by the Vertical Drift Chambers (VDCs), and the optics transformation
of the track from the detector package back to the interaction point.

As mentioned in section 2.2.1, two detectors were installed in the HRS during the
experiment for particle identification: a gas Cerenkov and a two-layer shower counter.
Particle identification, which is a key issue in inclusive experiments, is not as relevant for
an exclusive experiment as ours. Indeed, the detection of a recoil proton verifying the
kinematics of a DVCS event, greatly reduces the possibility of mistaking the electron for
some other particle.

3.1.1 VDC analysis

The HRS detector package was described in section 2.2.1. When a charged particle passes
through a VDC plane, it ionizes the gas in the chamber. Ions and electrons generated in
this process drift and generate an avalanche close to the wires, inducing an electrical signal
that is preamplified and sent to discriminators and then TDCs. VDC clusters consist of
hits with consecutive wire numbers. To allow for inefficiencies, clusters are allowed to
have gaps of one wire without a TDC hit. There are typically four to six wires hit in a
cluster.

In principle, tracks can be reconstructed using only the cluster center coordinates, but
better resolution can be obtained by analyzing the TDC information. The TDCs directly
measure the time between the ionization and the arrival of the signal at the wire (the “drift

57
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time”). The extraction of precise drift distances from the measured drift times requires
the knowledge of the non-linear relationship between them, which is parametrized by a
fourth-order polynomial with fitted coefficients based on calculations or empirically based
on data. Once the drift distances to each wire are known, the cross-over point of the track
in the wire plane can be determined very accurately by a linear fit.

If multiple clusters are found in a wire plane, an algorithm to reconstruct each of the
tracks is used [46]. Multiple-track events are less than 10% of the triggers, and their
analysis is very complex. However, the ratio of multi-track events to single-track events
is well defined, and so the inefficiency due to omitting multi-track events can be readily
calculated (see chapter 6). We will discard multi-track events altogether in the present
analysis.

Once the track through the VDC has been determined in terms of wire plane coor-
dinates, it is advantageous to convert the track coordinates to detector coordinates: g
and yget, and their corresponding angular coordinates, O, and @ge;.

3.1.2 Momentum and vertex reconstruction

For each event, two angular coordinates (f4; and ¢4) and two spatial coordinates (g
and yge;) are measured by the focal plane detectors. The position of the particle and the
tangent of the angle made by its trajectory along the dispersive direction are given by x4,
and 0., while y4e; and ¢ge; give the position and tangent of the angle perpendicular to
the dispersive direction. These focal plane variables are corrected for any detector offsets
from the ideal central ray of the spectrometer to obtain the focal plane coordinates x,,
Otp, Ysp, and @y,. Theses observables are used to calculate xiy, 8y, yig, ¢1y and ;4 for
the particle at the target by inverting the transport matrix that describes the optics of
the spectrometer (d;, is the fractional deviation of the momentum of the trajectory from
the HRS central trajectory). To first order, the transport matrix has the following design
values (in meters, dimensionless, and fractional §’s) at the focus:

T fp —248 0.0 0.0 0.0 124 Tig
Orp —-0.15 —-0.40 0.0 0.0 2.04 Oty
Ypp | = 0.0 0.0 -040 -1.30 0.0 |y |- (3.1)
bsp 0.0 0.0 0.564 —-0.78 0.0 big
dfp 0.0 0.0 0.0 0.0 1.0 Otg

Notice that the transverse matrix is neither point to point (rays that come from the same
interaction point are focused to a single point at the detector: (y|¢;,) = 0), nor parallel
to point (rays that are parallel to each other at the interaction point are focused to the
same point at the detector: (y|y,) = 0). This compromise was driven by the need for a
simultaneous good resolution in the transverse position, y;,, and angle, ¢;,. In practice,
the expansion of the focal plane coordinates is performed up to fifth order. A set of
tensors Yju, Tjgi, Pjr and Djy, link the focal-plane coordinates to target coordinates. For
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z
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!
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~ Beam
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Figure 3.1: Target coordinate as seen from above. L is the distance from the Hall center
to the HRS sieve plane, while D is the horizontal displacement of the spectrometer axis
from its ideal position. Spectrometer central angle is denoted by ©y. Note that z;, is
vertically down (into the page).

instance:

m
Yig = Z}/}klegcpylfpélfp, where  Yj = Z Ciz',. (3.2)
j,k’l =0

If the interaction point is not known, there are more unknowns (five) than observ-
ables (four). For a very thin target, by measuring the beam position and direction, the
interaction point can be known. This is basically the way matrix elements are calculated
during optics calibration runs. For extended targets, such as the ones used in the DVCS
experiment, the HRS cannot simultaneously determine the particle momentum and the in-
teraction point at the target. The approach used consists of assuming a small-acceptance,
pointing-type spectrometer. It is assumed that the spectrometer only reconstructs the
position at the target transverse to the bend plane (y;,) with relatively high precision;
T4y is considered equal to zero. The vertex is then defined as the intersection point of
the “track plane” and the beam ray. The “track plane” is the plane spanned by the re-
constructed momentum vector and the transport z-axis (vertical) whose origin is the y,,
point (cf. Fig. 3.1). The beam ray is given by the measured beam positions and angles
for the event. The spectrometer pointing offset is taken into account in this calculation.

Assuming z;, = 0 and calculating the interaction point as mentioned before, we can
now compute z;,. This value of z;, is then used to correct the momentum of the detected
particle and 6;, (extended target corrections). If we note with the superscript ¢ the
elements of the inverse of the first-order transport matrix, we can write

w1y = (z|2) 3y + (216)01p + (210)'0 (3-3)
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e (aloagy — (210)0
—(z|z)'xpp — (2]0)"Ofp Ttg
dpp = . + -, (3.4)
” ([0 ([0)’
the second term of equation (3.4) being the correction. A similar calculation yields the
correction of 0;:

correcte 0 6 '
O = by + xtg% : (3.5)

3.2 Waveform analysis

This section describes the algorithm we have developed to analyze ARS data (see [52] for
more details). It is the key element of the raw data analysis, and will be described in
detail. Its principle is common to both the calorimeter and the proton array.

3.2.1 Ideal case

The algorithm is based on the assumption that the signal shape is independent of its
amplitude. For an ideal event without noise, there are only two free parameters, the
amplitude of the pulse and the arrival time. If we know the arrival time ¢ = 0, the
amplitude a which best fits the signal {z;} is simply given by the one which minimizes

¥ = Z(z —ah;)?, (3.6)

where {h;} is the reference shape. Reference shapes for each individual PMT are deter-
mined experimentally from data, using elastic calibration runs, where the probability of
pile-up is very small. The reference shape is basically the average shape of a pulse for
each PMT.

We can now write:

Iy 2 127
a—’; = 2" (z; — ahi)h; = 0, (3.7)
=0
and so
127
>ty
a="2 (3.8)

P
1=0

The algorithm to compute the best amplitude is fast, as the equation is linear and the
result is analytic. Note, however, that there are no constraints on the value of a. The fit
amplitude can lead to a negative energy pulse in some cases.

Generally, the arrival time of the pulse is not known. In order to find it, we perform
the fit described above for all possible arrival times where we expect the pulse to be, by
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steps of 1ns, the sampling of ARS!. This is done by shifting the reference shape of a time
t. At each step of time, the amplitude which best fits the signal is given by an expression
equivalent to (3.8), but now the reference shape is shifted in time:

127

E hi—ix;
1=0

alt) = S . (3.9)

S,
=0

For every amplitude found by equation (3.9) we can compute the x? of the fit:

127

X)) =D (@i — a(t)hiy)’, (3.10)

1=0

and we will define the arrival time of the signal as the time ¢ where we found the minimum
x2(t), and so the best fit.

3.2.2 Multi-pulse fit

In a more realistic case, a signal from an accidental event may interfere with the signal
we want to measure. In this case of pile-up, the ARS tool is particularly useful to resolve
events and improve both the time and energy resolution.

The algorithm used in the ideal case of a single pulse fit can be generalized to fit two
pulses of two different amplitudes at two different arrival times. Again, if the arrival times
of the pulses were known, say ¢; and 9, the amplitudes which best fit each pulse can be
obtained by minimizing

127
X2 = Z(LE‘Z — alhi_tl — azhi_tz)Z, (311)
1=0
which yields the linear system
o 2
a% = -2 Zzliz(.fz — alhi_tl — aghi_tQ)hi_tl =0 (312)
1
X _ 127 —
87 = -2 Zi:o(mi - alhi_tl - aghi_h)hi_h =0. (313)
2

!Note that choosing steps equal to the sampling of ARS is not necessary and we could go beyond 1ns
and look for arrival times more precisely.
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This, in turn, can be written as follows:

197 127 127
Z hi_tlxi Z hi—tl hi—tl Z hi—tl hi—tz a1 (t1, tz)
B =| @ E - B
Z Ri—t,%; Z hi—t, hi—t, Z hi—ty it 2 (th t2)
i=0 o\ =0 1=0 .,
Mt;;w

The amplitudes a; and ay can be obtained by inverting the matrix Mt’i,tz. Note that this
matrix only depends on the reference shape and not on the signal actually recorded in
the event, so its computation and inversion can be carried out once and for all at the
beginning of the analysis to improve the algorithm speed.

In order to find the arrival times #; and ¢, the same procedure described in section 3.2.1
is applied. Every combination of times ¢; and ¢ is considered and the one which minimizes

127

X (t, t2) = Z(% — ay(ty, t2)hi—y, — az(tr, ta)hi s, )? (3.15)

=0

is chosen.

The amplitude fits for all combinations of times ¢; and ¢, is fast (it is a linear fit). On
the other hand, the search of the arrival times is time-consuming (every combination of
times must be tested). The search of 3 pulses would be too slow and as we shall see, the
energy resolution obtained with the algorithm described here (fitting up to 2 pulses) is
better than 5% for DVCS photons in the kinematic setting 3 (highest background rates).
Nonetheless, another degree of freedom can be added to this algorithm to account for any
fluctuations of the baseline due to background noise. It will be described in section 3.2.3.

An important choice on the algorithm implementation is the decision of whether a
multi-pulse fit is necessary or a 1-pulse fit is sufficient. This decision balances the energy
resolution against the need for increased computation time. This choice will be made on
the value of the x? of the 1-pulse fit for the best arrival time found. This is a parameter
to study carefully and more details will be presented later in the chapter.

Several optimizations of the algorithm presented above can be considered in order to
improve its performance. First of all, instead of using the whole ARS window of 128
samples for the analysis, a smaller window size can be better. Indeed, calorimeter pulses
are 20-30ns wide and proton detector pulses are about 50ns wide. A window of 128 ns
is probably too large and reducing it may increase the quality of the fit: typically, we do
not want our fit to be disturbed by a pulse very far from the one we are interested in.
Only pile-up cases need to be handled with a 2-pulse fit.

The choice of whether to fit 2 pulses or not is made on the value of the x? of a 1-pulse
fit. However, we can compute this x? in a different (smaller) window than the one used
to compute the amplitude. If the fit is good enough around the signal maximum, it may
not be necessary to make a 2-pulse fit: a bad quality of the fit around the pulse tail would
hardly affect the fit amplitude or time.
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Finally, it must be noted that the 2-pulse fit is singular for ¢; = ¢; an infinite number
of pairs a; and a, minimize the x2. In practice, it is very difficult to resolve 2 pulses
arriving very close to each other from a single, larger pulse. The result of a 2-pulse fit
with arrival times very close to each other is not reliable. An additional parameter of
the algorithm is the resolution At of a 2-pulse fit. If [; — t5| < A7, we would reject the
results of a 2-pulse fit, keeping the more reliable single-pulse amplitude and arrival time.

3.2.3 Algorithm full implementation

For completeness, I describe here the full algorithm with all its free parameters and details.
The basics were presented in the previous section.

3.2.3.1 Baseline fit

We will first of all fit a constant to the signal. Some channels will be recorded, but no
physical signal may be present. The value

tmaz

b= Z i (3.16)

(Zmaz me .
1=%min

minimizes
= (zi—b), (3.17)

1=%min

where [imin, tmaz] 18 the portion of the ARS window that we will consider in our analysis,
which T shall call analysis window hereafter. As mentioned before, it maybe interesting
to make this window smaller than the full 128 samples of the ARS. The analysis window
absolute position will be different for each electronic channel as for cabling issues the
signal arrives at slightly different times in each channel with respect to the common stop.
Also, the analysis window width will be different for the calorimeter and for the proton
detector.

If the x? defined as

Xi= ) (wi—b) (3.18)

s a2
=Xmin

is smaller than a x3 threshold to be determined, a baseline fit will be considered good
enough and no pulse is present. Even though in the case of a baseline fit it is less
important, please notice that the limits where this x? is computed, [X2,;,, X2az)> aT€ D
principle different from the analysis window [immin, imaz |, Which may be larger.
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3.2.3.2 One-pulse fit

If the x? of equation (3.18) is greater than X2, at least one pulse must be fit. For every
possible arrival time 7" < ¢; < #7%% the amplitude a;(¢;) and the baseline b(t;) verifying

tmaz tmaz imaz
Z xihiﬂh Z hz?ftl Z h”i*tl al(tl)
i =] G Th (3.19)
S S S0 )| ow
1=%min 1=%min 1=%min
minimize .
tmaz
X(h) = (@i —ar(t)hiy, —b(t1))*. (3.20)
1=%min
For every t; we compute
Ximazo
Xi(t) = Y (mi— a1(t1)hicy, — b(t1))?. (3.21)
i:X*%nin

The minimum X7 found in the time window ¢ < t; < 7 is compared to a X3
threshold to be defined. If it is smaller than x?%, a one pulse fit will be considered good
enough.

3.2.3.3 Two-pulse fit

If the minimum x2,.. of equation (3.21) for all ¢/ < ¢; < #7'® is greater than x?, at
least two pulses must be considered. For every possible pair of arrival times ¢; and %5, the
amplitudes a;(t1,t2), as(t1,t2) and the baseline b(t1,t2) verifying

( ima:v
E l‘z‘htl +i

1=tmin
tmawx

Z iUz‘hz'—tz

1=Ttmin
tmaw

|2

1=%min

minimize

X (1, t2) = Z (i — a1ty ta)hi—y, — aa(ty, t2)hi g, — b(ty, 2))? .

)

(

/

\

tmaz

tmax

tmax

Yo hiwhicn D hicnhi, Y hiy

1=tmin
tmawx

1=tmin
tmaw

1=tmin
tmaw

D b D Bicghic, ) i,

1=tmin
tmaw

D by

1=%min

tmaz

1=%min

1=tmin
tmaw

> hic,

1=%min

1=tmin
tmaw

o1

1=%min

\

( ay(t1,t2)

as(ty,t2)

/

b(t1,t2)
\

(3.22)

(3.23)
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For every t; and t, we compute

Xinag
X (t1,t2) = Z (@i — a1 (ty, t2) hizy, — an(ty, ta)hi g, — b(t1,12))? . (3.24)

a2
=Xmin

The minimum value of X? found in the range t{”i" <t <t and tg’”" <ty < QO
will represent the quality of the fit. If smaller than a x2 (to be defined), a 2-pulse fit will
be considered good enough. If not, we need to decide what to do with these events.

If the result of a 2-pulse fit is such that |t; — 3| < A7, the result of a 1-pulse fit is kept
as the good one. The value of A7 represents the algorithm resolution, which is unable to
distinguish two pulses arriving very close to each other.

3.2.4 Algorithm parameters

The algorithm parameters will depend on each individual ARS channel. There will be a
major difference between the proton array and the calorimeter channels, but even within
the same detector the parameters may change. Let us summarize here the free parameters
of the waveform analysis algorithm:

Analysis window  [imin ,imaz| Channel dependent
x2-window [X2,in:X200e]  Event and channel dependent
1st-window [tmin ¢mer]  Eyent and channel dependent
2nd-window [toin ¢maez]  Eyent and channel dependent

These intervals vary channel by channel, as it was mentioned before. Due to the
cabling of each channel, the signal is expected at a slightly different time in each detector
block. In addition to this, the last 3 intervals will change event-by-event, to correct for
the time jitter of the ARS stop signal. Indeed, ARS recording is stopped by the S2
scintillator paddles in the HRS. Time-walk corrections and time corrections as a function
of the track position in the paddle have been found to be of the order of 2ns, which
is larger than our time resolution. Therefore, corrections have been implemented [53].
However, it is not reasonable to make these corrections to the analysis window, as it
would imply the computation of all matrices only dependent on the reference shape M,ﬁ "
on an event-by-event basis.

The other parameters of the algorithm are A7, x2, x% and x2. The x? thresholds
will be dependent on the calibration coefficient of each individual channel. The x? being
an absolute quantity, it is larger for bigger signals. In order to make the thresholds
homogeneous throughout the detector, x? thresholds will be inversely proportional to the
calibration coefficient of each channel.

The x? thresholds will be given in GeV later in the text. They correspond to the
integral of a signal of that energy. By setting x3 = 20 MeV for example, we allow a
20 MeV signal to be fitted by a baseline and so neglected. In this sense, GeV units are
more meaningful that ARS channels. Instead of normalizing the x? of equations (3.18),
(3.21) and (3.24), the thresholds were normalized to a common value of GeV, depending
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on the calibration coefficient of each channel, which also changes with time, as a function
of the run number.

3.3 Electromagnetic calorimeter

3.3.1 Single cluster algorithm

The accuracy in the determination of the reaction kinematics depends crucially on the
photon energy and position resolutions. The algorithm used to compute the photon energy
and impact point on the calorimeter is explained in the following, starting by considering
the case of only one particle hitting the calorimeter (single cluster).

The photon total energy E is taken to be the sum over the energy loss F; in each of
the calorimeter blocks:

where A; is the signal amplitude collected in block ¢ and C; the calibration coefficient of
the block.

The impact position x is calculated as the sum of blocks positions x; weighted loga-
rithmically by the relative energy loss in each of them:

v = ZZ% w; = max {o, [WO +1n (%)] } . (3.26)

The parameter W, allows tuning of the relative weight between blocks: as W, — oo
the weighting becomes uniform regardless of the energy loss in each block, whereas small
values of Wy give a larger relative weight to blocks with big energy losses. The value
of W, fixes the energy loss threshold for blocks to be taken into account in the position
determination: blocks with a relative energy loss less than e "° are neglected in the
calculation.

The calorimeter is placed at 110 cm from the 15-cm-long target. Corrections due to the
vertex position in the target need to be done. Furthermore, the electromagnetic shower
does not begin at the surface of the calorimeter, but at a certain depth. This depth is, in
first approximation, independent of the incident particle energy. Taking these two effects
into account, the position z given by equation (3.26) is corrected by:

Teorr = T (1 - L) (3.27)
VL2, + 22

where L, is the distance from the vertex to the calorimeter and a is the distance of the
electromagnetic shower centroid to the calorimeter front face, taken along the direction
of its propagation (cf. Fig. 3.2). The algorithm depends on two parameters, W, and
a, which have been optimized first with a Monte Carlo simulation, but later with real
data coming from the elastic runs (see chapter 4). The performance of this algorithm was
tested using the elastic run data. We achieved a 2mm resolution (0) at 1.1 m and 4.2 GeV,
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Figure 3.2: Vertex and shower depth corrections in calorimeter analysis. The distance L
from the calorimeter to the center of the target is corrected by the vertex position v and
is noted L,.. The electromagnetic shower centroid is at a distance a from the calorimeter
front face along the direction of its propagation.

which is compatible with the one obtained with Monte Carlo data: 3 mm at around 3 GeV.
Thus, we manage to determine the photon position at the calorimeter front face with a
resolution more than 10 times better than the individual block size.

3.3.2 Clustering algorithm

Several particles can hit the calorimeter during one event. These particles can come
from the same reaction and arrive perfectly in time, such as the photons coming from
a 7% decay. No information in time can be used to separate each particle and a spatial
clustering is then necessary to deal with this kind of event.

The decay of a ¥ is isotropic in the pion center-of-mass, but due to the Lorentz boost
photon emission peaks in the forward direction. Often both photons coming from a 7°
decay will hit the calorimeter and generate two electromagnetic showers that partially
overlap. The goal of the clustering algorithm is to separate blocks belonging to each of
the two showers. The kinematics of the decay imply a minimum angle between the two
photons in the lab frame. This minimum angle is 5° for a 7° of 3 GeV, which means at
least two calorimeter blocks between the impact points of each photon.

The algorithm used to separate clusters is based on a cellular automata [54]. The
principle, illustrated in Fig. 3.3, is the following. Firstly, local maxima are identified
(viruses). We then proceed by steps. At each step, every block (cell) gets the value of
the highest energy neighbor (it is infected), with the rule that a cell which has already
been infected by a virus, or by a cell which has itself been infected by a virus, does not
change anymore. At the end, every cell will have the energy of one of the viruses. All cells
with the same value will belong to the same cluster, to which the algorithm described in
section 3.3.1 will be applied in order to calculate its energy and position.

Position resolution when two partially overlapping clusters are present is slightly worse
than in the case of a single cluster. Application of this algorithm to simulated data
demostrated a 4 mm spatial resolution.
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Figure 3.3: Illustration of the cellular automata procedure. At every step each cell takes
the value of its highest energy neighbor. When a cell gets the value of one of the local
maxima first determined, it does not change anymore. At the end of the process, all cells
with the same value form a cluster.

3.3.3 Waveform analysis optimization

Calorimeter efficiency is very high, as will be shown later. Firstly, the electromagnetic
shower develops over several blocks. Secondly, DVCS photons are very energetic (over
1.5 GeV); they are hardly missed even in the high background conditions of the experiment.
However, the background has a huge impact on the energy and position resolutions: at
3 GeV energy resolution can vary from 3% to 6% within the calorimeter surface, depending
on the distance to the beamline, which is directly related to the background rates.

The DVCS photon determines the kinematics of the reaction, together with the scat-
tered electron, detected by the HRS. The resolution is limited by the calorimeter and
using ARS electronics allows for a large improvement according to simulations. At 3 GeV
we can go from 10% energy resolution with a classical ADC integrating the signal in a
60 ns window to 6% with ARS electronics for regions close to the beam (around 6° from
the beamline). The difference is even larger at around 22° (the calorimeter region furthest
from the beam line): 8% with ADCs while it is 3% with ARS (cf. Fig. 3.4 and Fig. 3.5).

Before the experiment started, the waveform analysis algorithm was studied and op-
timized using a Monte Carlo for the background and adding DVCS events coming from
the Monte Carlo simulation of our experimental setup. The clustering and reconstruc-
tion algorithms described in the two previous sections were then applied, and the events
were analyzed as would have been done with real data. By comparing the reconstructed
events to the generated events at the vertex, resolutions and efficiencies were studied as
a function of several waveform analysis parameters. The photon impact position in the
calorimeter is also an interesting variable, as the resolution is very different for areas close
to the beam and those away from it (see Fig. 3.4).

In order to study the influence of the x? thresholds on the energy resolution, we first
fixed both x2 and x? to the same value (x2 = x? = x?), and x3 very large (x% ~ oo). The
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Figure 3.4: Reconstructed
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energy minus generated energy AE in GeV. Each histogram

shows the energy resolution in a different region of the calorimeter surface: histograms
on the right side correspond to the regions closest to the beam line and histograms on
the left correspond to the areas furthest away. Events hitting one of the edge blocks are
not considered. These resolutions were obtained by fitting 2 pulses most of the time:

X2 =x?=0.15 GeV.

energy resolution (o of distributions) is shown as a function of x? for each region of the
calorimeter in Fig. 3.5. Dashed lines show the resolutions we would have obtained with
classical ADCs integrating the signal over 60ns. For a value of x? = 10GeV , we then
studied the independent variation of x2 and x2.

The value of x3 has the biggest impact on the energy resolution and must be sufficiently
small. x? can have a larger value to reduce computation time. Many other variables were
studied as a function of these x? thresholds in a similar manner: position resolution,

missing mass resolution and efficiency. All of them present a similar behavior.

The effect of x3 was also studied. Neglecting blocks where the residual x? of the fit
was larger than x3 was not optimal. Indeed, not considering all blocks in the cluster
drastically worsens the energy and position resolutions. The other option is to discard
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Figure 3.5: For each of the calorimeter regions, sigma’s of the gaussian fits to the AE
(GeV) distributions are plotted as a function of x?. RMS of distributions obtained inte-
grating the signal over 60 ns (simulating classical ADCs) are represented by dashed lines.
The resolutions obtained with ARS are up to 3 times better than with classical ADCs.

the event every time a single block was badly fitted. This can decrease the detection
efficiency by up to 10% depending on the calorimeter region. Keeping all blocks after at
most a 2-pulse fit is the optimal solution, as resolutions depend on all blocks in the cluster
and a bad fit in only one of them barely worsens the resolution of the event.

3.3.4 Real noise study

During the experiment, accidental events were recorded during dedicated runs. In order
to do that, the acquisition was triggered by a clock and all electronic channels were
recorded. A similar study to the one described above was performed in order to calculate
precise values of efficiencies for a given set of waveform analysis parameters and the real
experiment background conditions.

The efficiency was computed as a function of the energy of the simulated event and as
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a function of the polar angle # between the beamline and the event impact point in the
calorimeter. Noise widens the energy resolution distribution, and the efficiency depends
on the cut we make on this distribution, as shown in Fig. 3.6. A cut on the missing mass
distribution will be made on the data, which would correspond to a cut on the energy
resolution distribution. Fig. 3.6 shows the high efficiency of the calorimeter, as mentioned
before. For energies 2.5 < E < 3 GeV, which is the lowest energy of DVCS photons in the
kinematic setting 3 (highest background rates), the efficiency is 98% for 6° < 6 < 11° and
more than 99% for 15° < # < 18°, for a cut on the energy distribution of £150 MeV. That
would imply a cut on the squared missing mass distribution of approximately 4-0.1 GeV?
around the proton mass squared.

A further study was made with real data to test waveform analysis parameters. As
it will be shown later, the detection of 7° when both photons hit the calorimeter is very
clean, as requiring two photons in time highly reduces the contamination from accidental
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Figure 3.6: Energy resolution and efficiency for low and high energy events and for small
and large 0 (polar angle with respect to the beamline). The efficiency is plotted as a
function of the cut on the energy difference (generated minus reconstructed), shown by
different colors lines: £50 MeV (black), £100 MeV (red), £150 MeV (green) and £200 MeV
(blue). The last plots show the integrated distribution and efficiency for all energies and
over the whole calorimeter.
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events. Waveform analysis parameters, particularly the x? thresholds, were changed in
order to check the stability of the number of reconstructed 7°. We obtained stable results
for values of x? thresholds similar to the values found with the Monte Carlo simulation
and the real data study mentioned before.

3.4 Proton array

3.4.1 Waveform analysis optimization

The recoil DVCS proton will only hit one proton array block in most cases, and will
deposit much less energy than a photon in the calorimeter. The analysis of this detector
is therefore very different from the calorimeter analysis and consequently the parameters
of the waveform algorithm will also be different.

Efficiency is close to 100% in the calorimeter, as DVCS photons are very energetic
(>1.5GeV). A high energy threshold of around 1 GeV could be set. In addition to this,
around 10 calorimeter blocks are hit in every event. However, proton efficiency is the main
issue in the proton array analysis. The energy loss by a proton in the detector can go
down to zero. The optimal energy threshold is hence the lowest possible value compatible
with an accurate computation of the acceptance and efficiency.

In order to optimize waveform analysis, we studied the efficiency as a function of the
different parameters.

3.4.2 Efficiency calculation

To measure the inefficiency of the waveform analysis algorithm due to noise we proceeded
as follows. Using real data, we selected events where no calorimeter cluster was found
in time with the electron in the coincidence window of [-3ns,3ns|. For these events, we
considered that the ARS signals recorded in the proton array blocks were mostly accidental
events (noise). On top of those events, we added a simulated pulse of a given energy E; at
time ¢ = 0. We then applied the waveform analysis algorithm and we counted the event
as detected if we found one pulse within [-2ns,2ns| (this cut should be the same as for
the data, for the efficiency calculation to be meaningful).

The efficiency was studied for different parameters of the waveform analysis algorithm
and as a function of the simulated energy F, and the proton array block number. The
background rates are very different depending on the block distance to the beamline, as
in the case of the calorimeter.

3.4.2.1 Analysis window width and constant level fit

For wide analysis windows, an accidental pulse bigger than the true one arriving in the
window can prevent the true one from being fit. We tested the efficiency for 2 different
analysis windows, shown in Fig. 3.7 together with the reference shape of a typical block
(number 16).
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Figure 3.7: Reference pulse of block 16 and the two analysis windows used: [50,70] and
[50,90].

Fig. 3.8 shows the efficiency as a function of x?, the threshold to fit 2 pulses, for these
two different analysis windows. For large values of x2, only 1 pulse is fit all the time.
As x? decreases, we start fitting a second pulse in the noisiest events and the efficiency
increases. Very small values of x? correspond to fitting 2-pulses most of the time. Fig. 3.8
shows also the number of accidental events found in the same conditions: the analysis
of the event is done without adding the simulated pulse (E; = 0). As it can be seen
for very small values of x?, the number of false events found also increases. A value of
x? of around 10 MeV seems reasonable to increase the detection efficiency for real pulses
without artificially reconstructing too many accidental events.

Fig. 3.8 also shows the effect of fixing the constant level b = 0 when fitting. Indeed,
this increases the efficiency. Leaving b free can cause bad fits like the one shown in Fig. 3.9,
where a large constant level is fit with a “negative energy” pulse. Fixing b to zero slightly
worsens the energy resolution of the fit, as shown in Fig. 3.10, but since efficiency is the
main concern for the proton detection, we will fix b to zero for the analysis.

3.4.2.2 Energy and block position dependence

The efficiency obtained for the set of waveform parameters chosen will be used to correct
the results of the experiment. This efficiency is very dependent on the block position and
the energy deposition in the block. Fig. 3.11 shows for three different blocks, the efficiency
obtained with b fixed to zero and an analysis window [50,70].

For an energy threshold of 20 MeV the efficiency is higher than 80% in most of the
detector. Only blocks very close to the beam, such as block number 2 (at 22°) have lower
efficiencies.
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Figure 3.8: Efficiency as a function of x? for different analysis windows and with constant
level b free and fixed to zero. The reconstruction of accidentals is shown in the right for the
same conditions. This plot is for proton array block number 16 and energy E, = 25 MeV.
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Figure 3.9: Event showing a bad 2-pulse fit for block 16 when the constant level b is free
(left) and the result when b = 0 (right). The blue signal is the simulated pulse added
(Es; = 25 MeV), the black one is the total signal (simulated pulse and noise) and the red
one is the fit. The analysis window is [50,70| ns (shown by vertical lines).
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obtained for free . The FWHM of the distribution for fixed b = 0 is 13.6 MeV whereas it
is only 9.9 MeV for free b.
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Chapter 4

Detector calibration

This chapter describes how the HRS, the electromagnetic calorimeter and the proton
detector were calibrated, and the results obtained.

4.1 HRS

The core of the HRS reconstruction is the transport matrix (cf. section 3.1). This optics
matrix is, however, quite stable and for our precision requirements no special optics cal-
ibration was considered necessary. This would have required dedicated runs and a long
optimization process. The transport matrix of a previous experiment with the same mag-
net configuration was used. However, two optimizations in the HRS analysis were made
and are described in this section.

4.1.1 VDC t;, optimization

As described in section 3.1, in order to compute the particle track through the VDC
planes, TDC information is used together with the relationship between drift time and
drift distance. This relationship has proven to be very stable and previous measurements
can be trusted. It is common for all wire cells and assumes that zero drift time corresponds
to a zero drift distance. It is therefore necessary to make sure that the TDC offsets of
each wire are as close to zero as possible (after correction).

TDC offsets for each VDC wire were optimized using a single arm HRS run on LH2
(200k events). Wires in each VDC plane were grouped together in bunches of 16 in
order to increase the statistics of each TDC spectrum. These bunches are physically
grouped together in the same TDC module. Each TDC spectrum was then smoothed and
differentiated. The maximum slope point was then adjusted to the same value close to
7€ero.

Fig. 4.1 shows some typical TDC spectra before and after correction. After the t,
optimization, the small TDC offset is corrected.

An equivalent run taken 5 weeks later was analyzed with the same database. Results
of a similar quality were obtained, proving the stability of the correction during the

7
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Figure 4.1: TDC corrected time for two different bunches of 16 wires of one VDC plane,
before (top) and after (bottom) the offsets optimization. The TDC offset observed in the
upper plot is corrected after the optimization.

experiment.

4.1.2 Beam position optimization

Beam Position Monitor (BPM) values are recorded on an event-by-event basis along with
the rest of the data. However, the fluctuations of these values due to BPM noise are large,
of the same order of magnitude that the real fluctuations of the beam (cf. Fig 4.2).

Real fluctuations of the beam position happen in a time scale greater than 1s, much
larger than the time between two recorded events. In order to reduce the artificial fluctu-
ations of the beam position that are due to BPM noise, a running average of BPM values
was studied. The test was made on a long (3 hour) multi-foil carbon target run. Beam
positions were computed using a running average as:

O./Pn,1<.’13'>n,1 + T

(Thn = aP 1 (4.1)

apnfl<y>n71 + Yn
= , 4.2
() aP i1 (4.2)
with
Poyi=aP, +1. (4.3)
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Figure 4.2: Raw vertical beam position at the target and running average for different
values of a: 0.95 (pink), 0.995 (blue), 0.9995 (green) and 0.99995 (red). The full horizontal
scale correspond to approximately 3 minutes. A beam trip is observed around the middle
of the interval.

Recent events are more heavily weighted than older ones. The dumping factor o allows
one to change this relative weight and several values of it were studied. Results are shown
in Fig. 4.2.

After a beam trip, the running average was reset as the beam does not come back to
the previous position. A beam trip was considered when the time between two consecutive
events was greater than one second (the counting rate for this run was about 35 Hz).

A value of a between o = 0.99995 and o = 0.9995 seems appropriate to correctly
account for beam fluctuations. The value @ = 0.99995 was chosen for the HRS data
analysis.

4.2 Electromagnetic calorimeter

This section describes the calibration and tests performed in the calorimeter before the
beginning of the experiment using cosmic rays and the LED monitoring system. Both of
these systems were used to balance each channel gain, and results obtained will be shown.
The last subsection describes the results of the absolute calibration done at the beginning
(and the end) of the experiment using elastic scattering.

4.2.1 Cosmic ray calibration

The minimum ionizing energy deposition of cosmic rays crossing our PbFy calorimeter
crystals is about 35 MeV per block, corresponding to the emission of 35 Cerenkov photons
on average (according to the Monte Carlo simulation). This energy deposition is sufficient
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to cross-calibrate all calorimeter channels, which means adjusting the high voltage (HV)
of each PMT to get the same signal amplitude for the same energy deposition.

The energy deposition of minimum ionizing particles depends only on the length of
material they go through. A slight difficulty arises in the calibration procedure. The
cosmics read-out of the calorimeter was triggered by two scintillator paddles placed on
top of it. The solid angle of the paddles relative to each block is different, and so is the
energy distribution in each calorimeter block. We can either correct for this solid angle
difference with a Monte Carlo simulation of the energy loss distribution in each block, or
only consider vertical cosmics, which loose approximately the same energy in all blocks.
The second option was chosen for simplicity, even though long cosmics runs were necessary
at every iteration (HV change) in order to accumulate enough statistics. For the typical
threshold set in the paddles, we had an acquisition rate of 0.5 Hz, that is 180k events for
a typical run of 10h. The offline selection of vertical cosmics was made by requiring a
sufficiently large energy deposition in the top and bottom blocks of the same calorimeter
column. This cut left us typically with 300 events per calorimeter column and block, that
is 2% of the total number of events.

Waveform analysis of cosmic ARS signals was not used. Indeed, the shape of the
signal was significantly different from one event to another. Cerenkov photons are emitted
around the incident (vertical) cosmic and so make many reflections in the crystal before
reaching the PMT. Depending on the distance between the PM'T and the point where
the cosmic went through the block, the signal shape is significantly different. The cosmic
flux being very small compared to the ARS window (128ns), the chances of getting two
cosmics per event is almost zero and integrating the whole ARS signal is sufficient for our
purposes. However, in order to be less sensitive to pedestal fluctuations of ARS samples,
the integration of the ARS signal was only made in a 60 ns time window.

Fig. 4.3 shows (in logarithmic vertical scale) the spectra obtained in each calorimeter
block after the offline vertical cut. These spectra were fit by gaussians and the HV of
each PMT adjusted in order to shift the mean of each block to a common value. Several
iterations were necessary (Fig. 4.3 shows the results of the last one) for obtaining the 2.7%
cross-calibration shown in Fig. 4.4. This level of cross-calibration is almost the best we
can get. Indeed the voltage measurement accuracy of LeCroy HV card model 1461 used
is 0.1% of the setting + 1.5V, which makes about 2.2V for a typical HV of 700 V. The
relative gain variation is

AG

The typical value of 3 for the calorimeter PMTs is around 8 = 7, which makes 2.2%
relative gain variation for V' = 700V.

The systematics of the cross-calibration might, however, be larger than this 2.7%. A
completely different method based on the LED system was used and results are presented
in section 4.2.2.
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Figure 4.3: Energy spectra for vertical cosmic rays in each of the calorimeter crystals. All
vertical and horizontal scales are the same in each plot. Vertical scale is logarithmic.

4.2.2 LED calibration

As mentioned in section 2.3.2, the electromagnetic calorimeter was equipped with a mon-
itoring system based on three pulsed and one continuous LED. This system was very
useful during the preparation of the experiment to test and characterize the calorimeter,
and during the data taking to monitor the gain changes of each individual channel.

The advantage of this system consists of being able to illuminate each block with
exactly the same signal: the same LED is moved in front of each block. This provides
a very reliable relative calibration system that is able to detect very small relative gain
variations. On the other hand, for the system to work efficiently, a very careful instal-
lation followed by many tests was necessary, as numerous systematic effects affect the
measurement.

Firstly, the LEDs must be collimated very precisely so that almost all of the light
they emit reaches the PMTs. Otherwise, the measurement is sensitive to the distance
from the LED to the block, and so it is dependent on the angle between the calorimeter
front face and the LED motion plane. Several collimators were constructed and tested in
order to best collimate the LEDs light without obstructing too much of it. Sufficient light
must reach the PMTs for the measurement to be reliable. Fig. 4.5 shows results with the
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Figure 4.4: Cross-calibration with cosmic data. For each block, the mean of the energy
distribution shown in Fig. 4.3 is histogrammed. The dispersion distribution width is 2.7%
of its mean.

final collimator. It shows the signal amplitude difference for a 6-mm distance variation
between the calorimeter and the LED’s. The amplitude change is well below 1% per mm,
which is less than the alignment error between the calorimeter front face and the LED’s
carrier.

Another important issue is the determination of the block centers, that is the positions
where the LED carrier must be stopped to illuminate each block. To do that, a thorough
scan was made of the blocks. Fig. 4.6 shows the scan of one of the blocks in 1 mm steps.
The color scale shows the amplitude of the signal detected. The block center can thus
be determined to an accuracy of better than 1mm. This kind of measurement takes
several hours depending on the step size and the number of events measured at each
point. Therefore, it was not done for every block, but only for the four corner blocks of
the calorimeter. Assuming equal block sizes, which is true to the precision of the block
center determination, we inferred the rest of block centers. The measurement of the fourth
block center is thus redundant and was used to check the procedure, as the block center
measured and the one inferred from the other three measurement should be compatible
within errors.

Several interesting tests of the calorimeter performance were possible during the ex-
periment preparation thanks to the LED monitoring system. Fig. 4.7 shows PMT gain
variations for one of the columns of the calorimeter as a function of the time after they
are switched on (cold start). After a couple of hours the PMT gains are stable to better
than 1%.

An important concern in the calorimeter performances was the possible PMT gain
variation due to background noise. As mentioned in section 2.4, low energy background
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Figure 4.5: ARS integral deviation for a 6-mm distance variation between the calorimeter
and the LEDs.

Figure 4.6: Block scan at 1 mm steps. The color scale represents the intensity (amplitude)
of the signal.
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Figure 4.7: PMTs relative gain variation (with respect to the last value) as a function of
the time after they are switched on for 12 different calorimeter blocks (first column).

noise, mainly coming from Mgller electrons and low energy photons, can be very damaging
to the calorimeter and can affect PMT gain and lifetime. A continuous LED was added
to the carrier to simulate this background, similar to a light leak. Fig. 4.8 shows the gain
variation of each PMT for different anode currents. The gain variation is below 1% even
for relative large anode currents (up to 20 4A). PMT anode current was continuously
monitored during the experiment. As ARS filter the signal DC level, the PMT signal
was amplified and split, and the DC current was measured by ADCs whose readings were
available online during the whole experiment data taking.

As mentioned before, 3 pulsed LED were installed in the LED carrier. All combinations
of LEDs could be switched on and off simultaneously in order to test the linearity of
each electronic channel. Fig. 4.9 shows the deviation from linearity when two different
combinations of LEDs were tested. It remains below 0.5% on average.

Finally, Fig. 4.10 shows the cross-calibration results. It shows the signal integral for
all channels with the HV obtained by cross-calibrating with cosmics (see section 4.2.1).
Results obtained with this independent method of cross-calibrating the calorimeter blocks
are within 9%.

During the experiment, calorimeter gains were monitored on daily basis during a spe-
cial LED calibration run, of around 20 min duration. Several blocks lost their gain more
rapidly than others and the HV of some of them was increased according to the results
of the LED runs. However, the precise values of the gain variations obtained from LEDs
were not completely reliable. Indeed, radiation damage takes place primarily in the block
surface, preventing LED light from reaching the PMT. Electromagnetic showers (and the
emission of Cerenkov photons), however, begin a few centimeters from the calorimeter
surface, and thus are less sensitive to radiation damage in the block’s surface. Therefore,
the LED monitoring system provided a qualitative evolution of calorimeter block calibra-
tion, but only the elastic runs, described in the next section, provided us with an absolute
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Figure 4.8: PM'Ts relative gain variation for different anode currents.
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Figure 4.9: Deviation from linearity for two different linear combinations of LEDs.
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Figure 4.10: Calorimeter cross-calibration as measured by LEDs for the HV calculated
with cosmics (cf. section 4.2.1).

and reliable calorimeter calibration.

4.2.3 Elastic calibration

In order to calibrate the absolute response of the electromagnetic calorimeter, we used a
very constrained reaction : elastic scattering (e p — €' p’). The recoil proton was detected
in the HRS and the scattered electron response was measured in the calorimeter. Thanks
to the high resolution of the HRS, the energy of the electron incident on the calorimeter
could be determined very accurately.

At 1.1m from the target, only a small portion of the calorimeter is illuminated by elas-
tic electrons, due to the small acceptance of the HRS. Rather than moving the calorimeter
vertically, it was moved back to a distance of 5.5m. This distance is still not enough to
cover it horizontally by elastic electrons, which meant that several horizontal settings of
the HRS were necessary. The optimal number of setting (and their angles) were deter-
mined by Monte Carlo simulation. Even though two settings would have been enough to
completely illuminate the whole calorimeter, three were actually made, as it was faster
due to the elastic cross section dependence on the scattering angle.
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4.2.3.1 Calibration procedure

Each electromagnetic shower leaves energy in several blocks (typically nine). The calibra-
tion procedure consists on a global fit of all calibration coefficients to best reproduce the
data.

For an event j, considering the target proton at rest and neglecting the electron mass,
conservation of energy yields the following energy E; for the scattered electron:

where E, is the beam energy, m the proton mass, and Ef is the recoil proton energy for
that event, measured in the HRS.

If we call A; the signal amplitude of calorimeter block 7 in event j, and C; the block
calibration coefficient, we can define a x? as:

X = é (Ej - Zc : A;i>2 (4.6)

where N is the total number of events and the sum over ¢ runs for all blocks belonging to
the reconstructed calorimeter cluster of event j.
The calibration coefficients are then those minimizing this x?:

N

2
g—ék = =20, ) (Ej—) Ci- A)AT =0 VE=0,1...131.  (4.7)

j=1
This yields the following linear set of equations:

N

N
>, [ZA?AQ'} Ci=Y EAl Wk =0,1...131. (4.8)
Jj=1

i j=1

Calibration coefficients can be obtained by inverting the 132x132 matrix M, =
N Ai Ak
ijl AGA7.

4.2.3.2 Implementation

First of all, a cut on HRS variables was made to select good elastic events. Fig. 4.11
shows the reconstructed momentum versus the scattering angle ¢, for each elastic setting,
together with the corresponding impact position on the calorimeter. The cut applied to
each setting is shown in red in the left plot.

A careful waveform analysis of every calorimeter event was made. Only events where
all blocks were fit with good quality were included in the analysis. A timing cut was also
applied to select calorimeter events in coincidence with the HRS.
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Figure 4.11: Proton momentum versus the scattering angle for each elastic setting (left).
Cuts applied to select elastic events are shown in red. The corresponding impact point
on the calorimeter is shown in the right plot.

4.2.3.3 Calibration results

Fig. 4.12 shows the distribution of measured energy minus predicted energy (from the
HRS proton detection). Two successful elastic calibrations were made, one a few weeks
after the experiment started and another one a few weeks after the experiment finished.
Calibration coefficients changed considerably for some blocks (as shown in Fig. 4.13).
Fig. 4.12 shows the results of both calibrations. Also, the results of the second calibration
when the coefficients of the first calibration were used are plotted in Fig. 4.12. The width
of the distributions for both calibrations are almost the same. This means that the quality
of the calorimeter detection is still good after almost 3 months of data taking. The final
resolution is 2.4% at 4.2 GeV (average energy of electrons).

However, in order to keep a good energy resolution all along the experiment, an inter-
polation of calibration coefficients between these two calibrations was necessary, together
with an extrapolation both before and after them. This was done based on the radiation
dose accumulated by each block. This dose is proportional to the beam current and de-
pends on the block polar angle with respect to the beam line and also on the target type
(LH; or LDs). An estimation of relative dose accumulation for each block was made using
the DC current monitoring for each crystal [55].

Fig. 4.14 shows the position resolution obtained in each calibration. However, at 5.5 m
the position resolution is limited by multiple scattering (in the target, scattering chamber
and in the air between the scattering chamber and the calorimeter). An elastic run at
the nominal distance of 1.1 m was made to estimate the position resolution. As can be
seen in Fig. 4.14, the angular resolution is almost the same at 1.1 m and 5.5m and not
5 times better, which would be the case if multiple scattering was negligible. The global
shift of the horizontal resolution at 1.1 m appearing in Fig. 4.14 is due to the fact that
the calorimeter position was not surveyed at 1.1m at the elastic scattering angle (at
1.1m, only the DVCS angular settings were surveyed). The results of the calorimeter
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Figure 4.12: Energy resolution obtained in both elastic calibration: 2.4%, the average
energy of the incident electron being 4.2 GeV. The results of the second calibration when
first calibration coefficients are used are also plotted to show the necessity of a careful
monitoring of the coefficients in between these two calibration points.
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Figure 4.13: Relative variation of the calorimeter calibration coefficients between two
elastic calibration. Their values are histogrammed (left) and plotted as a function of the
block number (right). Larger block numbers correspond to blocks closer to the beamline.
These blocks have accumulated a larger radiation dose and their gain have decreased more
than those of other blocks.
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Figure 4.14: Position resolution obtained in the elastic calibrations. An elastic run at
1.1m was also made and the results are plotted together. The shift in the horizontal
resolution at 1.1 m is due to the fact that this calorimeter position was not surveyed.

position survey at 5.5 m were used to tune calorimeter analysis parameters, as mentioned
in section 3.3.1.

4.3 Proton array

The vertical acceptance of the HRS is too small to illuminate the proton array by elastic
events. The proton detector calibration was done in a completely different way. A careful
selection of DVCS events was made by means of very tight cuts. For these events, the block
hit by the recoil DVCS proton can be predicted from the HRS and calorimeter information,
together with its energy deposition. By performing a linear fit to the measured amplitude
versus the predicted energy deposition for these events, a calibration coefficient for each
proton detector block can be obtained. Fig. 4.15 shows the result when the calibration
coefficients obtained are applied.

DVCS events do not cover the proton detector uniformly. Different proton array
blocks are preferentially hit in each kinematic setting. In the large Q? setting, the outer
blocks are mostly hit, whereas it is the case of the inner blocks for low Q?. Therefore,
the calibration procedure was done for each kinematic setting in order to have enough
statistics in each block to calculate its calibration coefficient.

An accurate energy calibration of the proton detector is not necessary. Indeed, only
the time information (obtained from waveform analysis of the ARS signal) will be used
to decide if there is an event in the predicted proton array block. The energy information
will only be used to set a threshold in order to compute the experiment acceptance.
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Figure 4.15: Proton array calibration: measured energy versus predicted energy for block
number 53 (left) and energy measured versus predicted proton momentum for all blocks
(right). Calibration coefficient are already applied in these plots.
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Chapter 5

Monte Carlo simulation

A Monte Carlo simulation of the DVCS setup will be used to compute the experiment
acceptance. We briefly describe in this chapter its main characteristics. Special attention
will be payed to the event generator, used as input to the GEANT 3.21 [56] simulation of
detectors. It is within the event generator that the real radiative corrections have been
implemented in order to convolute their effects with detector resolutions. For clarity, I will
start by describing these radiative corrections and introducing the expressions used later
in the event generator. Some reference will be made to virtual radiative corrections. These
are not treated in the simulation, but should be applied later as a global correction to the
data. Results presented in chapter 6 are not yet corrected for virtual radiative corrections,
but real radiative corrections are included in the calculation of the acceptance.

5.1 Global simulation strategy

Three different detectors are used in the DVCS experiment: the Hall A HRS, an electro-
magnetic calorimeter, and a plastic scintillator array.

The Hall A HRS is already well characterized. A VCS experiment successfully used the
Hall A Spectrometers at a lower energy [57], where absolute cross sections were calculated.
Its acceptance has been measured accurately and an acceptance function that parametrizes
it, is available [58]. Also, the angular and momentum resolutions have been measured.
This detector has not been fully simulated. Only standard resolutions and acceptances
have been applied to it.

On the other hand, the new DVCS detectors, the electromagnetic calorimeter and the
proton array, have been simulated in detail.

The simulation is implemented as follows:

e Firstly, the event at the vertex of interaction is generated following the kinematics
of the DVCS reaction, and sampling the variables Q?, xp, t, ¢ and ¢, uniformly
(e is the scattered electron azimuthal angle). The initial electron energy takes into
account real radiative corrections as explained below.

93
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e The scattered electron is simulated up to the entrance window of the HRS in order
to take into account external radiative corrections after the vertex of interaction,
as well as multiple scattering. The components of the electron momentum at the
entrance window of the HRS are later smeared by the nominal HRS resolutions. No
magnetic transport or tracking in the HRS VDCs was made.

e The emitted DVCS photon and recoil proton are simulated fully. Multiple scattering
in the air between the scattering chamber and the detectors is taken into account.

e Once particles arrive at the detectors, all main electromagnetic and hadronic pro-
cesses are simulated using GEANT 3.21 cross section libraries. The energy loss in
each detector block is written in the output file for each event.

e The same event structure as for real data is filled from the GEANT output file, so
that exactly the same analysis can be carried out for both real and Monte Carlo
data. Additionally, all variables at the vertex of the interaction are written in the
output file.

I describe these steps in some more detail in the following sections.

5.2 QED Radiative corrections

Radiative corrections provide an important contribution to the ep — epy reaction. At low
Q?, the contribution is of the order of 20% to the total cross section (see MAMI results
at @* = 0.33 GeV? [59]). The importance of a very good understanding of the radiative
corrections is indispensable if one wants to extract nucleon structure information from
the ep — epy reaction. This is especially true in those kinematical situations where the
Bethe-Heitler process is not negligible. The calculation of these QED radiative corrections
to the ep — epy reaction to first order in o ~ 1/137 has been treated in great detail by
Vanderhaeghen et al. [60].

Radiative corrections were first calculated by Schwinger for potential scattering [61].
Tsai [62] extended the calculation of the radiative corrections to electron-proton scatter-
ing. References [63, 64| review the long history of the field and are widely used in the
interpretation of many electron scattering experiments. However, the ep — ep~y reaction is
particular in comparison with other electron scattering reactions because the photon can
be emitted from both the proton side (this is the VCS process which contains the nucleon
structure information of interest) or can be emitted from one of the electrons (which is the
parasitic Bethe-Heitler process). The radiative corrections to the Bethe-Heitler process
are formally different from those in the case of electron scattering.

The radiative corrections to the leptonic side (where the photon is emitted along one
of the electron lines) are dominant. The radiative corrections from the proton side are
suppressed compared with those from the electron, due to the much larger mass of the
proton.
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We want to measure the cross section oy, for the ep — epy reaction. It cannot
be directly measured in an experiment, since in reality the pure ep — epy process is
accompanied by additional photons, either real or virtual. These radiative effects give
rise to a measured cross section g, which must be corrected in order to obtain the
desired cross section oyy,:

Oexp = (1 + 5tot)0th . (51)

The above equation represents the first order radiative corrections to the cross section.
The quantity dy is negative and contains several contributions:

5t0t = 6vac + 6vertex + 5R y (52)

where d,,. is a correction for vacuum polarization diagrams, dyerex is the vertex correction
and Jg is the correction for radiation of one additional photon. The first two terms are
usually referred as wvirtual radiative corrections, whereas Jr is called the real radiative
corrections.

The radiation of an additional photon generates a radiative tail in the missing mass.
Experimentally, one needs take the radiative tail into account in the calculation of the solid
angle or acceptance. The acceptance is usually computed in a Monte Carlo simulation
of the experimental apparatus, where all the resolutions of all detectors are included. It
is useful to generate the radiative tail in the same Monte Carlo simulation in order to
fold radiative effects with detectors acceptances and resolutions and other effects such as
multiple scattering, energy losses. . .

Virtual radiative corrections do not modify the kinematics of the reaction. Besides,
they turn out to be nearly constant for the phase space of interest. As such, the corre-
sponding corrections can be applied as constant correction factors to the measured data.
In contrast to real corrections, virtual corrections have the same final state as the DVCS
reaction and hence interfere with the DVCS amplitude. Therefore, even though the cor-
rections are made to the leptonic part and are model-independent, one needs a model
of the DVCS amplitude to compute the contribution of virtual corrections. Later, some
iterations with the measured DVCS cross-section can be made. Virtual corrections to the
DVCS experiment are under evaluation and are not yet applied to the data presented in
chapter 6. However, real radiative corrections are taken into account in the calculation of
the acceptance, as explained below.

5.3 Event generator

5.3.1 Generation of the initial electron energy

This section describes how the real radiative corrections were implemented in the DVCS
generator. The procedure follow the recipe used in the MAMI experiment and described
in detail in [65], based on the calculations in [60].
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5.3.1.1 External corrections before the vertex

There is an additional source of real radiative corrections different from the one de-
scribed above. An electron passing through a slice of material produces photons due to
bremsstrahlung. The energy loss of the electron, AF| is equal to the sum of the energies
of all produced photons. The energy loss for an electron passing through a material taking
into account multiple photon emission for ¢ < 0.05 is given to very good approximation

by [66]
o= (3 -2 22))) oo

Here Ej is the kinetic energy of the electron before bremsstrahlung, b ~ 4/3 and ¢ is the
material thickness in units of its radiation length. For Monte Carlo purposes, an efficient
way to generate a random energy loss AE according to this probability is given by [67]

E™ = EyRyy | (5.4)
where and Rpgy; is a uniform random variable on the interval [0,1]. This generates an
external radiation distribution

bt
Toa(Fo, AB 1) = o (%]05) , (5.5)
which reproduces the dominant 1/AFE dependence of Eq. (5.3). This kind of radiation is
known as straggling and we refer to it as external real radiation to distinguish it from the
radiation of a photon at the ep — epy vertex of interaction, described before and called
internal real radiation. Eq. (5.4) will be used in the event generator to create the initial
electron energy. The vertex position will be randomly generated along the target length.
The distance ¢ is then computed and the electron energy sampled according to (5.4).

5.3.1.2 Internal real corrections

In the radiative correction to the BH where the soft photon couples to an on-shell lepton,
as in Fig. 5.1 (a), the original BH amplitude factorizes [60]. The same happens in the case
of the DVCS diagram, shown in Fig. 5.1 (¢). In these two cases, the same correction as in
elastic scattering can be applied. The resulting amplitude leads to logarithmic divergences
when integrating over the phase space of the soft photon [60]. In contrast, the diagrams
where the photon couples to an off-shell lepton line, as in Fig. 5.1 (b) are finite when
the soft photon momentum [ — 0, and the corresponding phase space integral vanishes
in the limit of soft photons. Therefore, we only need to care about the bremsstrahlung
corrections where the BH and DVCS factorize and so we can apply the same corrections
as in elastic scattering.

The internal real radiative corrections have been calculated using the equivalent ra-
diator technique [63|, which is based on the assumption that the internal radiation is
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(a) (b) (c)

Figure 5.1: Different types of internal real corrections (emission of an additional soft
photon ¢). The BH corrections are of two types: the soft photon is emitted along an
external lepton line (a) or from an off-shell line, like in (b). The DVCS radiative internal
real correction is shown in (c). Soft radiation along the proton lines are neglected due to
its higher mass.

equivalent to placing one radiator before the scattering and another radiator of the same
thickness after the scattering:

Iint(EO;E7 V) — AI/_E(%?>V’ v = %[ln (f]’i—z) —_ 1:| 5 (56)

where v plays the role of the equivalent radiator thickness (bt). We apply this correction
twice. Once before the scattering:

B = B (R, .7

where R}, is another uniform deviate, and again after the scattering (see section 5.3.3).

5.3.2 Generation of the scattered electron kinematics

Due to the small acceptance of the Hall A spectrometer, generating events in the full
phase space of the DVCS reaction is very inefficient. Only a very limited number would
be detected in the experimental setup.

The event will be first generated within the horizontal plane (¢, = 0), and will assumed
a HRS squared acceptance in the horizontal angle ¢. and momentum p,:

P < P < P,
min max ] 5

Pe < Pe <De
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These acceptances [¢™", ¢™2] and [p2i®, p2@] were chosen slightly larger than the real
ones in order to be able to use the precise acceptance function later and compute accu-
rately the solid angle (see chapter 6). However, these acceptances are still much smaller
than the full phase space. An acceptance in p,. of 5.5% around the HRS central momen-
tum and a 60 mrad acceptance in ¢, were used at the generation instead of the 4.5% and
28 mrad nominal ones. The p, and ¢, ranges chosen imply the following ranges in the
kinematic variables Q% and zp:

(QQ)mm _ 2prn1nE1nt(1 COoS ¢m1n) < QZ < 2pmaxE1nt(1 — cos ¢2nax) — (Q2)max’
(5.10)

péninEint(l — COS ¢énin) < < a.xEmt(l — cos (bénax)

min __

ST M(E )

max

‘/'E Y
M(E}™ — pp) 7

(5.11)

where M is the proton mass. For a given value of the initial electron energy E'"*, obtained
as described in the previous section, the electron kinematics of the event were defined by
choosing @? and zp randomly and uniformly within the ranges of (5.10) and (5.11). A
phase space factor AQ*Axp = [(Q*)™® — (Q*)™"]-[52* — x'B"] will be associated with the
event, which will account for the small phase space region where the event was generated.

Then, the scattered electron momentum p, is computed from available energy before
the interaction as

Q2

2M$B ’

where we neglect the electron mass so that p, = E'.
In order to generate the electron scattering angle ¢., the energy available at the vertex
is also taken into account:
QQ

2pe B

— El Elnt

(5.12)

cosp, =1— (5.13)
5.3.3 Internal post-radiation

Finally, the the second half of the equivalent radiator thickness is applied after the scat-
tering: _
E;nt EI(RInt)Q/V (514)

using a last random number R, uniformly distributed between [0,1]. The value Ei' is
the scattered electron energy as computed in the generator.

5.3.4 Hadronic reaction

The hadronic part of the reaction (y* p — 7 p') is computed in the center-of-mass frame
and then the particles are boosted to the laboratory frame. The variables ¢ and ¢ are
generated randomly. Because of the kinematic bound (1.62), ¢ is chosen in the interval:

te [tma.xa tmin(xB: Q2)] . (515)
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In principle, tmax also depends on the kinematics, but we chose a small enough absolute
value that is does not matter. The variable ¢ is randomly chosen between [0,27]. Each
event receives an additional phase space weighting factor |tmax — tmin| * 27.

Finally all three particles: the scattered electron, the real photon and the recoil proton,
are rotated around the beam axis, in order to simulate the vertical acceptance of the HRS.
This rotation is slightly larger than the nominal vertical acceptance of the HRS in order
to later be able to precisely simulate the HRS acceptance. A final phase space factor Ay,
is associated to the event.

The global phase space weight associated with the event is:

AT = AzpAQ*Ap ApAt(zp,Q%), (5.16)

which is basically constant for each event, except for the value of ¢.y.

5.4 GEANT simulation of the experimental setup

Fig. 5.2 shows the main elements of the GEANT Monte Carlo simulation of the experi-
mental setup. All geometrical offsets of the real experiment, measured during the survey
of detectors, have been included in the final simulation geometry.

The electromagnetic shower in the calorimeter is fully simulated, following each par-
ticle down to an energy threshold of 100keV. The emission of Cerenkov light and the
tracking of all Cerenkov photons within the calorimeter blocks can also be made. How-
ever, the tracking of all the Cerenkov photons is very time consuming. It was made in
order to estimate the light yield or number of Cerenkov photons emitted by GeV, which
was found to be around 1000 per GeV. Later, for speed purposes only the energy losses
in each calorimeter block were computed in the simulation. The energy deposited in
each calorimeter block was later smeared to take into account the photostatistics due
to the number of Cerenkov photons emitted. Thus, the energy loss Fj. in each of the
calorimeter blocks was smeared by

! 5.17
7= 000 B (5:17)

An additional smearing was applied to take into account the effect of background
noise in the calorimeter resolution. Comparing the experimental energy and missing mass
resolutions, a smearing of 5% in the calorimeter energy was applied in order to reproduce
the experimental resolution widths. Comparison with data is presented in chapter 6
(section 6.5).

In the case of the proton detector, scintillating light was not simulated either. This
option is not implemented in the standard GEANT package. Some other simulation codes
exist to deal with a full simulation of scintillators, but results are never very accurate.
Instead, only energy losses in the proton detector are simulated, down to the same en-
ergy threshold as in the case of the calorimeter, i.e. 100keV. Scintillation quenching is
simulated.
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Figure 5.2: Main elements of the simulated experimental setup. This includes the scat-
tering chamber, the electromagnetic calorimeter and the proton scintillator array. An
aluminum plate in front of the calorimeter (not shown in the picture) and all other kind
of materials in the experimental setup, such as target cell walls, are also simulated. All
experimental offsets are included in the geometry.



Chapter 6

Data analysis

This chapter describes in detail the data analysis. After a general introduction to the
data processing and global analysis, the criteria and selection cuts for each of the particles
of the reaction final state are described. The missing mass distribution when only the
scattered electron and the photon are detected will be presented later. The quality of
this spectrum suggests that we can select exclusive DVCS events by making a tight cut
on the missing mass. In a preliminary analysis, the proton detector will be used to
evaluate the contamination from background and to check the acceptance and Monte Carlo
simulation. Also, statistics are increased when using only the HRS and the calorimeter
in the analysis. Finally, the general procedure to extract observables from the raw data
is detailed. Preliminary results on the difference of cross sections with opposite beam
helicities will be presented and discussed.

6.1 Raw data analysis

After almost 2 months of running, 2.4 TB of data were recorded for the DVCS experi-
ment. Several analysis passes were done, with increasing reduction of the data volume.
A sophisticated data structure was developed for the DVCS experiment based on the
analysis tool ROOT [68]. At every pass, the event structure remained the same, with its
different parts filled and erased as needed. For instance, the time and energy of a given
calorimeter block is empty in the first analysis passes, and only its ARS information is
included. When the ARS is analyzed, the time and energy of the block is filled and the
ARS information is dropped and not written to file anymore.
I summarize here the main analysis passes on data:

e During the first pass, HRS data was decoded and analyzed. Calorimeter and pro-
ton detector data only was decoded and ARS information was filled into the data
structure for later analysis. Some useless runs were discarded at this level. Data
volume at this point was 1.6 TB.

e After carefully studying the calorimeter waveform analysis, a pass to analyze this
detector was performed. ARS information from the calorimeter was dropped and

101
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| Pass | Input file size (MB) | Output file size (MB) | Memory (MB) | CPU time (h) |

1 3500 2000 100 0.5
2 2000 1700 600 3.3
3 1700 280 950 9.5
4 280 85 100 0.6

Table 6.1: Typical computer resources required for the analysis of a single run during each
of the analysis passes. Passes 2 and 3 are waveform analysis passes and need large CPU
and memory resources. The total number of production runs of the experiment is 707. A
full analysis of the data takes about one week with 50 to 100 jobs running simultaneously
in a computer cluster.

only waveform analysis results were written to file. Total data volume after this
pass was 1.2 TB.

e Next step was waveform analysis of the proton detector, after optimization of its
parameters. After all ARS data was removed, the total size was reduced to 228 GB
(0.23 TB).

e A final pass was made to turn data files in an ntuple-like format for easy analysis.
Some further data reduction was made at this point also, with a total final size of
64 GB, with only 2.1 GB used by the HRS and calorimeter data.

Tab. 6.1 summarizes the computer resources needed in each of these passes. CPU time
is real elapsed time using an average performance computer (Pentium IV).

Many parameters of the analysis change with time, such as calibration coefficients,
waveform analysis parameters, time offsets, detectors positions...In order to take all
these variations into account during the data processing, DVCS software was interfaced
with a MySQL®© relational database (DB), to keep track of all changes in a run-to-run
basis. At the beginning of the analysis, all geometrical and calibration parameters are
loaded from the DB, and updated when the run number changes.

6.2 Electron selection

6.2.1 Cerenkov detector

A Cerenkov detector was used for particle identification in the HRS. Its thickness is 1m,
with a path length of 80 cm, and it is filled with CO, at atmospheric pressure. The
refraction index is n = 1.00041, which gives a threshold for Cerenkov light emittance of

® Duin = 17MeV /c for electrons,

® Duin = 4.8 GeV /c for pions.
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Figure 6.1: Distribution of the sum of all Cerenkov mirrors, for each kinematic setting.
The cut applied to remove 1-photoelectron signal from data is also shown.

The electron identification efficiency of the Cerenkov detector is 99.8%. The Cerenkov
includes 10 photomultiplier tubes and 10 mirrors. The number of photoelectrons is 7
on average, so that the distribution is a Poissonian distribution. Fig. 6.1 shows the
distribution of the sum of all 10 mirrors (in ADC channels). The first peak of Fig. 6.1
corresponds to a 1-photoelectron signal, which can be produced by electronic noise. It
is certainly not due to electrons, which produce the Poissonian distribution around 800
ADC channels shown in Fig. 6.1. We will cut 1-photoelectron events by applying a cut
on the Cerenkov sum to avoid events whose value is smaller than 150 ADC channels.

Given the momentum acceptance of the HRS (+4.5% with a maximum central mo-
mentum of P = 4 GeV), pions should leave no signal in the Cerenkov counters. However,
pions can produce a d-ray by scattering on an atomic electron in the gas, which in turn
generates an electron signal. The purity of the electron sample is not 100%. The mea-
sured value during the Cerenkov detector commissioning was 98.8%. The exact value for
our experiment is under evaluation, using the total absorption shower detector (usually
called the pion rejector). However, only a very small fraction of this 1.2% impurity of the
electron sample will give a likely DVCS signal, i.e. a good missing mass when a photon
is detected in coincidence in the DVCS calorimeter.

6.2.2 Number of tracks

As mentioned in section 3.1.1, the analysis of multiple tracks events in the HRS is very
complex. We will discard multi-track events in our analysis and correct for the inefficiency
of doing this. Fig. 6.2 shows the distribution of the number of HRS tracks n; for each of
the kinematic settings. The ratio of 1-track event to the total number of events is shown
in Tab. 6.2. The number of multi-track events increases for small HRS angles, as the
single counting rates are higher. We will multiply our results by the inverse of the ratios
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Figure 6.2: Number of tracks n; in the HRS for each of the kinematic settings, normalized
to the same number of events. Tab. 6.2 shows the percentage of 1-track events for each
setting.

| Kinematic setting | HRS angle (deg.) | Ratio Ny,—1/Np,>0 |

1 15.58 +0.8499+0.0001
2 19.32 +0.9098=+0.0001
3 23.91 +0.9264£0.0001

Table 6.2: Ratio of 1-track events to total number of events (number of tracks greater
than zero) for each kinematic setting. Only 1-track events are considered for analysis, so
results must be multiplied by the inverse of these ratios.

presented in Tab. 6.2 to correct for multi-track events.

6.2.3 Acceptance cut: R-function

A cut on data will be applied to select events in a flat acceptance region of the HRS. Trajec-
tories very close to the nominal acceptance of the spectrometer are poorly reconstructed.
Most importantly, a cut defining the HRS acceptance must be applied to simulated data
in order to compute the solid angle of the experiment properly.

The acceptance region is complicated and depends on 5 variables: 4, ¥tg, 09, ¢14 and
dtg (cf. section 3.1.2). These variables are correlated. Trajectories of higher momentum
particles have lower curvature in the dipole, and in order for them to fit into the spec-
trometer they must have lower 6;,. The dipole magnet has a trapezoidal cross section and
higher momentum particles tend to fly closer to its shorter base (high magnetic field) side,
and this makes the accepted range of ¢, smaller for higher d;,. Finally, increasing v,
requires decreasing ¢, in order for the particle to get into the spectrometer entrance win-
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Figure 6.3: 6, vs. ¢y, for all data (kinematic 3), when only 1-track HRS events were
selected, and for different values of the acceptance R-function. A cut requiring Ry, > 0
seems not sufficient to eliminate geometrical irregularities, such as the position of the
NMR probes at the edges of the dipole gap. A cut requiring Ry, > 5 mrad will be applied
to both data and simulation to correctly compute acceptance.

dow. Making cuts independently in each of the variables to limit events to flat acceptance
regions in each of them is very inefficient due to this kind of correlation. M. Rvachev et
al. [58] have developed a more sophisticated acceptance function, called R-function, which
allows one to place a 4-dimensional cut (z;, = 0 is assumed) that is almost 2 times more
efficient than “square” acceptance cuts. This function takes the arguments v, 09, 14
and 0y, and returns a value which is the minimum distance (in radians) to the (6., ¢y)
solid angle acceptance region appropriate for a given value of y;, and dy,.

Fig. 6.3 shows raw data with two different cuts on the return value R, of the HRS
R-function. A cut on Ry, > 0 includes everything inside the “nominal acceptance”, which
is defined by a magnetic field model of the HRS. Making a cut requiring R, > 0.005rad
would include only the trajectories that lie 5 mrad or more inside the solid angle defined
by the model for the specified 1, and d,5. A cut on Ry, > 0.005 seems more appropriate.
For R, > 0, we still see the locations of the NMR probes (used to measure the magnetic
field) at the very edges of the dipole gap. In order to choose a flat acceptance region,
which will match the Monte Carlo simulation, a cut on R, > 0.005 was made to data.

6.2.4 Cut on target length

Fig. 6.4 shows the distribution of the reaction point along the beam, v,, reconstructed by
the HRS after applying the HRS cuts described before. The overall location of the target
relative to the Hall center is 7.8 mm downstream, as can be seen in Fig. 6.4. A cut was
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Figure 6.4: Reaction point along the beam reconstructed by the HRS. The cut on the tar-
get length applied is shown by the vertical lines. The figure shows the 7.8 mm downstream
shift of the target during the experiment.

applied to the data in order to avoid the contribution from the target cell wall:

—6.00cm< v, <750cm.

Fig. 6.5 shows the resolution of the vertex reconstruction as measured with a carbon
multifoil target. The thickness of each foil is 1 mm, and the HRS was at 37.69° during
this run. The HRS vertex resolution varies as:

0900

N sin HHRS ’ (61)
The o measured at 37.69° is 1.87 mm, which means 1.2mm at 90° (the o introduced by
the foil thickness is 1//12mm and can be neglected).

The luminosity will be computed from the measured electron beam charged by assum-
ing a 13.5cm-long target (cf. section 6.8.1), in order to compensate for the cut applied
on the target length.

6.3 Photon selection

We describe now how the electromagnetic calorimeter was analyzed and the cuts applied
to select DVCS photons. The calorimeter trigger energy threshold was about 1 GeV during
the experiment.

6.3.1 Waveform analysis parameters

The core of the calorimeter analysis is the ARS waveform algorithm described in chapter 3.
Only 80 out of the 128 ARS samples were used for the calorimeter analysis in order
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Figure 6.5: Resolution of the vertex reconstruction in a multifoil target (up). The central
foil fit (bottom) leads to 0 = 1.9mm. The foil thickness is 1 mm and the HRS was at
37.69° during this run.

to reduce the impact of accidental events. These 80 samples were chosen around the
expectation time of the event in each calorimeter block. We searched for pulses in 45 ns
time windows. The y? of the fit was computed in a 40ns window. Tab. 6.3 summarizes
the waveform parameters used for the calorimeter analysis (the notation is explained in
chapter 3). Fig. 6.6 shows the distribution of the number of pulses fit for kinematic 3.

6.3.2 Clustering

The calorimeter clustering algorithm was explained in section 3.3.1. The number of clus-
ters in a given event is the number of local energy maxima within the clustering time
window. This window was set to [-3,3]ns. Fig. 6.7 shows the calorimeter time spectrum
for kinematic 3. The time resolution is 0.6ns. The [-3,3]|ns cut extends beyond 30 and
the number of events missed by this cut is less than 0.02% and can be neglected safely.
Fig. 6.8 shows the number of clusters in time (coincidence window [-3,3] ns) for each of
the three kinematics settings. In order to select good DVCS event candidates, only events
where the number of calorimeter clusters was equal to one were considered. The purity
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Analysis window [¢min imaz] [0,80] Channel dependent
x*-window [XZin X ozl | [-20,20]" | Event and channel dependent
1st-window [tmin gmaez] 1 [-20,25] | Event and channel dependent
2nd-window [tmin gmaz) 1 -20,25] | Event and channel dependent
Resolution AT 4ns Fized
0-pulse x? threshold % 42 MeV Channel dependent
1-pulse x? threshold % 283 MeV Channel dependent
2-pulse x? threshold % 00 Fized

! This window is centered around the minimum of the pulse (remember PMT
pulses are negative).

Table 6.3: Waveform analysis parameters for calorimeter analysis. See chapter 3 for more
details. Analysis windows are channel and event dependent, so only the widths shown in
this table are significant.

| Number of pulses fit in kinematic 3 |
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Figure 6.6: Number of pulses fit in calorimeter ARS analysis of kinematic 3. This is the
average over the whole calorimeter. However, blocks closer to the beamline are noisier
than those far away, and the number of pulses fit in these blocks is higher.
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Figure 6.7: Time spectrum of blocks with £ > 300 MeV in kinematic 3. It shows the
45ns time window of waveform analysis. The 2ns CEBAF beam structure can be seen.
The coincidence [-3,3| ns window used for clustering is shown by the solid line. Dashed
lines show windows used for HRS—calorimeter accidental subtraction.

and efficiency of this cut is a key issue of the analysis. It will be discussed in section 6.5,
once the missing mass technique is presented.

6.3.3 Calorimeter geometrical cuts

A cut on the z. and y,. reconstructed positions of clusters in the calorimeter is applied in
order to eliminate events very close to the edges. These events are poorly reconstructed as
most of the electromagnetic shower is not detected. Moreover, the simulation of showers
at the edges is not as reliable as in the center of the calorimeter. Cutting events at
the edges makes the acceptance calculation more accurate. A cut to eliminate all events
reconstructed in one of the edge blocks of the calorimeter was made as follows:

—15cm < z, <12cm
—15ecm < gy, <15cm.

The origin of this coordinate system is the intercept of the front face of the calorimeter with
a normal line passing through the center of the Hall. This point is not the geometrical
center of the calorimeter, which is shifted by 1.5cm away from the beamline, due to
geometrical and mechanical constraints. This explains the apparent asymmetrical cut on
the variable .. Remember also that the calorimeter dimensions are 33 x 36 cm?, which
explains the different sizes of the horizontal and vertical cuts.

Of course, identical cuts are applied to simulated events.
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Figure 6.8: Number of calorimeter clusters in the coincidence window [-3,3| ns for each of
the three kinematic settings. Distributions are normalized to the same number of events.

6.4 Proton selection

The proton selection is made by fixing an energy threshold and checking if there is a
signal in time in the detector block expected by the DVCS kinematics, which can be fully
determined by the electron and the photon.

Raw ARS data has been analyzed following the same algorithm used for the calorime-
ter, but with a different set of parameters, determined as explained in chapter 3. We give
the values used here.

6.4.1 Waveform analysis parameters

Tab. 6.4 summarizes waveform analysis parameters used for the proton detector, with the
notation explained in chapter 3. Fig. 6.9 shows the distribution of the number of pulses fit
in the proton detector in kinematic 3. The number of pulses fit is much higher on average
in the proton detector than in the calorimeter (cf. Fig. 6.6). The Cerenkov threshold in
the calorimeter eliminates all the low energy hadronic background. This is not the case
in the proton detector, where we are interested in detecting very low momentum protons.

. . 2
6.5 Missing mass squared M, , . ¢
With the information from the HRS and the calorimeter only, we can construct the missing
mass squared
M? =(k+p—k —q)?, (6.2)

ep—eyX —

where k£ and p are the initial 4-vectors of the electron and the proton, and £’ and ¢’ the
4-vectors of the scattered electron and real photon respectively. Fig. 6.10 shows the result
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Analysis window [Zminsimaz) [45,75] Channel dependent
x2-window [XZin X oae) | 1-20,20]" | Event and channel dependent
1st-window [tim gmaz] [-20,20| | Ewvent and channel dependent
2nd-window [tmvin grmaz] [-20,20] | Ewvent and channel dependent
Resolution AT 4 ns Fized
O-pulse x? threshold % 2.3 MeV Channel dependent
1-pulse x? threshold % 15.3 MeV Channel dependent
2-pulse x? threshold % 00 Fized
Baseline level b Fixed to 0 Fized

! This window is centered around the minimum of the pulse (remember PMT
pulses are negative).

Table 6.4: Waveform analysis parameters for the proton detector. See chapter 3 for more
details. As in the case of Tab. 6.3, only the widths of these waveform analysis windows
are significant, their absolute ranges varying event by event and channel by channel.

Number of pulses fit in the proton detector in kinematic 3
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Figure 6.9: Number of pulses fit in the proton detector ARS analysis of kinematic 3. As
in the case of the calorimeter, this shows the average over the whole detector. Blocks
closer to the beamline have a higher number of pulses fit.
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for kinematic 3, after accidental subtraction. The excess of events around the proton mass
squared correspond to DVCS events (I will make no further difference between DVCS and
BH from this point, as they are indistinguishable experimentally).

6.5.1 Sources of background

The main competing reactions that make the identification of the DVCS channel difficult
are the following:

e Electroproduction of 7% e p — €' p' 7°, where the 7° decays into two photons. The
missing mass does not allow us to distinguish DVCS events from a very asymmetric
decay of a 7°, where one of the photons takes most of the original 7° energy and
looks very much like a DVCS photon. This source of background needs to be
subtracted, using the events where both photons from the 7% decay are detected in
the calorimeter and so the 7° can be identified cleanly. The subtraction procedure
is presented in section . However, the effect of 7° electroproduction is expected to
be small for several reasons:

— the 79 electroproduction cross section decreases 1/Q? faster than DVCS [30],

— no interference enhances the 7 cross section, in contrast to the DVCS which
is amplified by the BH,

— theorists expect the beam helicity asymmetry of 7% electroproduction to be
very small.

The 7° cross section is in itself a very interesting measurement. In the DVCS
kinematics, it is sensitive to another combination of GPDs [30]. This measurement

has been done with data from this experiment and preliminary results can be found
in [69].

e Associated DVCS (non-resonant): e p — €' N « 7. It consists of the emission of
an additional 7. This reaction, which is suppressed with respect to DVCS [70],
has a missing mass Mg, ., x starting at (M, + my0)*, where the 7° is produced at
rest. Higher momentum 7’s give higher missing masses. A cut on the missing mass
squared will be applied to the data, as shown in Fig. 6.10, at the value (M, + mo)?
in order to eliminate this contribution. Due to detector resolutions, a small fraction
of this kind of event can still satisfy the cut. An evaluation of this effect is presented

below.

e Associated DVCS through a resonance: e p — ¢’ (A or N*) «, where the resonance
decays into a nucleon and a pion. The first resonance A(1232) gives a contribution
to the missing mass squared distribution at around 1.5 GeV2. Taking into account
its width and the detector resolutions, the probability of contamination under the
tight cut M% < (M, + mg0)? is small. However, an estimate is presented below.
Also, the A(1232) cross section (e p — €’ A 7) has been estimated to be one order of
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magnitude smaller than the DVCS in our kinematics [71]. Moreover, the asymmetry
is predicted small compared to that of DVCS.

Fig. 6.11 shows the same missing mass squared when a DVCS proton is detected in the
proton detector: a signal over 30 MeV in the detector block expected by DVCS kinematics
in a coincidence time window [-1,1]ns. Accidentals in a triple coincidence are negligible
and were not subtracted from this histogram. Most of the high missing mass background
disappears in the case of exclusive detection. The tail at high missing mass has a multiple
origin. Calorimeter leaks and radiative corrections both generate this kind of tail. These
two effects are well described by the Monte Carlo simulation. Physical background not
taken into account in the simulation can explain the difference between the data and the
simulation (cf. Fig. 6.11).

Even though the missing mass distribution is much cleaner when the recoil proton
is detected, the acceptance of the experiment is highly reduced. Indeed, many DVCS
photons can hit the calorimeter with the associated recoiling proton falling outside the
acceptance of the proton detector. This happens especially for low —t events, where the
proton goes through the electromagnetic calorimeter without being detected.

By making a tight cut on the missing mass squared distribution of Fig. 6.10, so that
the contamination from background can be neglected, the acceptance of the measurement
is greatly increased, reducing the statistical errors. A cut M% < (M, + my0)? was ap-
plied to data. The possible contamination from background with this tight cut is very
small. In order to make such a tight cut safely, the distribution width and tail should
be well reproduced in the Monte Carlo simulation, where an identical cut will be made
to compute the acceptance. Fig. 6.11 shows the distribution obtained in the simulation
(green), compared to the one when all three particle in the final state are detected in the
experiment. The distribution width and tail are remarkably well reproduced well above
the applied cut.

Fig. 6.12 shows an estimate of the background remaining under the M% < (M,+m.0)?
cut. The raw HRS—calorimeter missing mass squared spectrum of Fig. 6.10 (in black)
was fit up to 1.1 GeV? with the exclusive distribution of Fig. 6.11. The background
that remains below M% = (M, + m0)? is only 1.71% of the total. Bear in mind that
only background which shows a single spin asymmetry would contaminate the observable
presented at the end of this chapter. This estimate does not include the effect of 7°
electroproduction, which must be subtracted independently. The exclusive distribution
of Fig. 6.11 was multiplied by 4.7 to fit the HRS—calorimeter distribution. This factor
corresponds the acceptance decrease that is imposed by a requirement of proton detection.

Finally, the stability of results over the variation of the missing mass cut will be shown
in section 6.10.

6.5.2 Efficiency of the 1-cluster cut

When only 1-cluster events are considered for analysis, two essential issues arise:
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Figure 6.10: Missing mass squared M fp _eyx for kinematics 3 with all HRS and calorimeter
cuts described before. The cut on the missing mass applied on data M% < (M, +m0)? is
shown by the solid line. Accidental events have been subtracted using the time windows
of Fig. 6.7.
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Figure 6.11: Missing mass squared M7, ,. x when an event over 30 MeV is detected in
the expected proton detector block in a coincidence time window of [-1,1| ns. The missing
mass squared cut applied on data is also shown. A comparison with the missing mass
squared distribution obtained in the Monte Carlo simulation is plotted, normalized to the
same maximum value. The missing mass squared distribution is well reproduced by the
Monte Carlo simulation up to the cut applied to data and beyond.
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Figure 6.12: The raw HRS—calorimeter missing mass squared spectrum of Fig. 6.10 (in
black) was fit up to 1.1 GeV? with the exclusive distribution of Fig. 6.11. This allow the
evaluation of the background under the cut M% < (M, + m0)? in the raw spectra, which
is 1.7%. As a result of the fit, the exclusive distribution was multiplied by 4.7 to fit the
HRS—calorimeter one.

e The purity of the cut, i.e. how many 1-cluster events are not DVCS events. This
issue was treated in section 6.5.1.

e How many DVCS events, originally 1-cluster events, will appear as 2-cluster events
in the data, and so be missed in the analysis. This can happen if an accidental event
elsewhere in the calorimeter occurs in the coincidence window [-3,3] ns.

When dealing with 2 clusters, several combinations are possible:

— Both clusters are in coincidence (with the electron detected in the HRS). This
is a likely 7° event. I will call N the total number of this type of event.

— Both clusters are accidental (not in coincidence with the HRS electron), but
in time between themselves. This is the case of an accidental 7°, when the two
photons of the decay are detected in the calorimeter. I will call the number of
these events N%?.

— Finally, the case where one of the clusters is in time with the HRS, and the
other cluster is accidental. These events are the ones that are likely to be a
DVCS events. The number of this kind of events, N%, must be evaluated. The
number of events of this kind where one of the clusters gives a contribution
to the missing mass squared below the cut applied M% < (M, + my0)? would
represent a correction to the data, accounting for the inefficiency of the 1-cluster
cut.
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Figure 6.13: Missing mass squared for 1-cluster events and for each of the clusters in
2-cluster events (shaded histogram), after accidental subtraction, and for the kinematic
setting 3. The number of 2-cluster events with M% < (M, + m,0)? is 5.5% of the number
of 1-cluster events in the same M% region.

The total number of 2-cluster events is:
Ny, = N 4+ N 4 N, (6.3)

The contribution of N to Ny can be easily evaluated by doing exactly the same
analysis of the data, but with a clustering window that is shifted by a few ns from the
coincidence peak (cf. Fig. 6.7). Once this subtraction has been made, the missing
mass squared M7 , - distribution for each of the clusters in 2-cluster events have
been plotted (Fig. 6.13). Accidental 7%’s, whose contribution has been noted N
above, do not yield photons under the missing mass of a proton and below the
cut M% < (M, + my0)?. However, events N can have one of the photons at the
right missing mass. We must correct for these events. Fig. 6.13 shows also the
missing mass squared distribution for 1-cluster events (where accidentals have also
been subtracted), in order to estimate the size of the correction. The correction
factors to be applied to data to account for the omission of 2-cluster events are
calculated as the number of 2-cluster events under M% < (M, +m0)? with respect
to the number of 1-cluster events under the same missing mass squared cut. The
correction factors for each of the kinematic settings are shown in Tab. 6.5. The
correction depends on the accidental rate, which is larger for smaller calorimeter
angles 6,-. As can be seen from the values of Tab. 6.5, this correction is small. This
justifies the omission of 2-cluster events in this analysis, with a correction being
made to the final result. Furthermore, we can neglect the correction for the case of
3-cluster and higher-cluster events.
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| Kinematic setting | 6« (deg.) | Na/N; (%) | Correcting factor |

1 22.29 1.2 1.012
2 18.25 2.0 1.020
3 14.80 9.5 1.055

Table 6.5: Ratio of 2-cluster events Ny with M% < (M, 4+ my0)? to 1-cluster events N;
in the same M% region for each of the kinematic settings. The correcting factor to be
applied to data due to the omission of 2-cluster events in the analysis is also shown.

6.6 7 electroproduction subtraction

The 7° decay into two photons in the center-of-mass is isotropic, each of the two photons
carrying half the 7° initial energy. In the lab frame, we can find two different kinds
of decays, illustrated in Fig. 6.14. If the direction of the boost and the direction of the

Pion center—of-mass Laboratory frame

% Symmetric
Direction of the boost decay
Direction of the boost ]
Asymmetric
Bdec decay

Figure 6.14: Two different kinds of 7° decays. When both photons are emitted perpendic-
ular to the direction of the boost in the 7% center-of-mass, the decay is symmetric in the
lab frame, with both photons emitted in the forward direction and each carrying half of
the 7° energy. When both photons hit the calorimeter they generate two distinct clusters
and do not contaminate the DVCS sample. If the direction of the emitted photons in the
70 center-of-mass is very close to the direction of the boost, one of the photons carries
most of the 7% energy in the lab frame; the other is emitted at large angle and has low
energy so that it is rarely detected in the calorimeter. This kind of events are the ones

which contaminate DVCS events.

photons emission in the center-of-mass frame are nearly perpendicular, the decay is almost
symmetric in the lab frame, i.e. each photon carries half of the 7 initial energy and both
photons are emitted in the forward direction. This is the typical case where both photons
are detected in the calorimeter. The kinematics of the decay imply an angle o between

both photons given by

2
mﬂo

2E\E,’

cosa=1—
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which is minimum when the energy of each of the photons E; and FE5 are both equal
to half of the 7° energy. The maximum 7° energy in our kinematics is around 3.5 GeV.
This maximum value is a consequence of the 5.75GeV beam energy and the fact that
a scattered electron is detected in the HRS, with at least 2.35 GeV (lowest momentum
setting). The smallest angle between the two photons of a 7° decay is then au, = 4.4°.
Each calorimeter block has a transverse size of 3 cm, which at a distance of 1.1 m makes
1.6°. This implies that there are always more than two blocks between the impact points of
each of the photons in the calorimeter. The clustering algorithm described in section 3.3.2
can thus separate both clusters, as there are two local energy maxima in the calorimeter.
This kind of 7° decays are well identified as 2-cluster events and do not constitute a source
of background for DVCS events.

The case where the angle 64, between the direction of the boost and the direction of
the photons emission in the center-of-mass frame is small yields a very asymmetric decay
in the lab frame, with one of the photons carrying most of the 7° energy and emitted very
close to the initial 7° direction. In this case, only this high energy photon is typically
detected in the calorimeter, the event looking very much like a DVCS event. The other
photon is not detected either because it is emitted at a very large angle, outside the
calorimeter acceptance, or because its energy is below the calorimeter energy threshold.
This kind of events contaminate the DVCS sample and their contribution need to be
subtracted.

In principle, in order to subtract 7° events from our DVCS sample accurately, we need
to know their cross section as a function of the relevant kinematic variables such as 2,
t, g and ¢, convolute the result by the acceptance of the experimental apparatus and
calculate the number of 7° events in each of the experimental bins in Q?, t and ¢, using
the value of the experiment integrated luminosity. We develop in the following section a
much more elegant and direct way to determine the 7% contamination to the DVCS event
sample [72].

6.6.1 Subtraction procedure

In order to subtract 7° events where only one photon is detected in the calorimeter, we
will use the events where both photons hit the calorimeter. By using 2-cluster events
from 7% decays, we have the right distribution of events as a function of the kinematic
variables %, t, x5 and ¢. The decay itself is isotropic and we can simulate it, by randomly
sampling the angle 64, between the direction of the boost and the direction of the photons
emission in the center-of-mass frame. By this procedure we can determine the number and
the kinematics of 1-cluster events generated by each 7° of the measured sample (2-cluster
events). The detailed procedure is explained in the following.

6.6.1.1 7Y selection

The standard photon cuts described in section 6.3 were applied to each of the 2 clusters
used to identify a 7%, in addition to the standard electron cuts of section 6.2. Moreover,
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Figure 6.15: Invariant mass of 2-cluster events with the electron cuts of section 6.2 and
the photon cuts of section 6.3 in each of the clusters. Additionally, each of the clusters has
an energy greater than 0.9 GeV. The width of the distribution is 9.5 MeV and is centered
around 133 MeV. Vertical lines show the cut applied to select 7° events, which is beyond
430 from the mean.

a cut was applied on the invariant mass M., of the 2 photons, defined by:

Myy = V(@1 + @2)?, (6.4)

where ¢; and ¢y are the 4-momenta of each of the photons. Fig. 6.15 shows the invariant
mass of events where both clusters have more than 0.9 GeV for kinematic setting 3. The
distribution width is 9.5 MeV. A cut of £35MeV around the 7° mass was applied in the
invariant mass of the event, and is shown by the vertical lines in Fig. 6.15.

6.6.1.2 Randomization of the decay

For each selected 7°, its decay is randomized a large number of times nge. = 5000. This is
made by uniformly sampling the variable cos f4.. between -1 and 1 and the azimuthal angle
of the decay ¢qec between 0 and 27. The impact point of each photon at the surface of the
calorimeter is then computed. The number of photons above the calorimeter threshold
which fall within the calorimeter acceptance are then determined:

no : number of events where none of the photons are detected,
ny : number of events where one and only one photon is detected,
ne : number of events where both photons are detected,

with
no + N1 + No = Ngec = 5000. (65)

Each of the n; events where one and only one photon is detected is subtracted from
the corresponding experimental bin of DVCS events, according to its kinematics. As a
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large number of events ng.. were generated for each 2-cluster 7° event, each 1-cluster

event is weighted by 1/nge.. Moreover, only the 2-cluster subset of 7° events was used for
the subtraction. In order to account for this effect, each event is additionally weighted by
(ng + m1 + ny)/ny. The final weight that each 1-cluster event receives is:
1 no+n+n 1
W = N+ + 2_ 2 (6.6)

Ndec ny No

6.6.2 Systematic errors

There are two main sources of systematic error in this procedure. The first one is due
to edge effects in the calorimeter. Only 7° where both photons hit the calorimeter are
subtracted. However, the calorimeter acceptance for 2-cluster events is smaller than the
one for 1-cluster events. A 7% aiming close to one of the calorimeter edges may only leave
1 photon in the calorimeter, in spite of decaying in a very symmetric way. This kind of
events are not subtracted with the procedure described before, which underestimates the
contamination in areas close to the calorimeter edges. In order to estimate the efficiency
of the subtraction procedure, it has been simulated with Monte Carlo events. 7° events
have been generated in the phase space of the experiment, the response of the calorimeter
simulated using the Monte Carlo package described in chapter 5, and the subtraction
procedure applied. Figure 6.16 shows the efficiency of the algorithm, i.e. the number
of 1-cluster 7% events found with the subtraction procedure, normalized to the number
of 1-cluster events found in the Monte Carlo simulation. The efficiency in Fig. 6.16 is
plotted as a function of a cut in the . — y. position of the 1-cluster event found by the
subtraction method:

v/ 22 + y2 < Distance to center cut. (6.7)

As shown in Fig. 6.16, the efficiency is higher than 80% up to the useful edges of the
calorimeter (15cm and 16.5cm in the horizontal and vertical direction respectively), and
slightly smaller (~ 72%) if we include the corners. A careful Monte Carlo simulation
(with some input on the 7° electroproduction cross section) can be used to correct for
these edges effects. At this point, as we shall see, the contamination of 7° in the difference
of DVCS cross-sections is found to be small and we have not corrected for this systematic
error.

The second source of systematic error is the uncertainty in the knowledge of the
calorimeter threshold, which directly affects the values n; and ny of 1-cluster and 2-
cluster events found. Indeed, the energy distribution of each of the photons in the lab
frame is flat:

E' =1/2 muoy(1 — Bcos Ogec) , (6.8)
where 8 = v/c is the 7° relative velocity and v = 1/4/1 — 32 the usual Lorentz boost

parameter. The number of photons below or above a given energy threshold Ej, is pro-
portional to the threshold value:
dn, dEy,

n=C-FE;, = —= . 6.9
! h n Ey, ( )
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Figure 6.16: Efficiency of the 7° subtraction procedure as a function of a circular cut
around the calorimeter center, evaluated by Monte Carlo simulation. The efficiency is
higher than 80% up to the calorimeter edges and ~ 72% taking the corners into account.

Thus, the relative increase of 1-cluster events (or decrease of 2-cluster events) is equal to
the relative uncertainty of the calorimeter energy threshold. The calorimeter threshold
has been calculated in a run-by-run basis and as a function of the calorimeter block in
the same way as the calorimeter calibration coefficients. A very conservative estimate of
its systematic error is 5%. The weights of Eq. (6.6) are affected by this uncertainty, i.e
5%.

6.6.3 Results

Fig. 6.17 shows the missing mass squared distribution of 1-cluster 7° events for the kine-
matic setting 3. Under the missing mass squared cut M% < (M, + m,0)?, the contamina-
tion of 70 is 14% of the total number of 1-cluster events (7%+ DVCS ). However, we are
interested in the difference of DVCS cross sections for opposite helicities. Fig. 6.18 shows
an estimate of the 7° single single spin asymmetry (SSA):

—
ssA=2_"—"9_. (6.10)

o~ +o0%

Accidentals have not been subtracted for this estimate, but their number is small in the
case of a m° detection (as shown in Fig. 6.15) because a triple coincidence is required
(scattered electron and the two photons of the 7% decay). The 7° electroproduction SSA
is around 4%. The overall contamination of 7% to our observable is then much smaller
than 14%. The exact treatment will be discussed in section 6.10, once results on DVCS
are presented.
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Figure 6.17: Missing mass squared distribution MZ2 .« for kinematic 3 (black). The
contribution of 1-cluster events is plotted in green. The missing mass squared distribution,
once 1l-cluster 7° events has been subtracted, is shown in blue. The contribution of 7°
under the missing mass squared cut at (M, + m,0)? is 14% of the total number of events
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Figure 6.18: Estimate of 7 electroproduction SSA for kinematic setting 3. Accidentals
have not been subtracted, but their number is small (cf. Fig. 6.15).
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6.7 Computation of kinematic variables

The calorimeter resolution is the limiting factor in the determination of the reaction
kinematics, the electron measurement by the HRS being much more accurate. However,
the angular resolution of the calorimeter is much better than its energy resolution. Since
the DVCS reaction is over constrained, we can use the angles of the detected particle in
the calorimeter, and not its measured energy, when computing the kinematics of the event.
Fig. 6.19 shows the resolution in the kinematic variable ¢ obtained in the Monte Carlo
simulation. The black histogram shows the difference between the measured variable ¢ at
the calorimeter and the one at the vertex of interaction, when ¢ is computed using the 4
components of the detected particle ¢’ as:

t=(k—K —¢)>. (6.11)

By assuming the kinematics of a DVCS event and using only the position of the detected
photon in the calorimeter, we can compute ¢ as:

L Q*M + 2vM (v — \/V? + Q% cos b+ (6.12)
V2 +Q%*cosby —v—M ’ '

where no calorimeter variable appears other than the angle 6,,- between the detected
photon and the virtual photon ¢ = k£ — k. The resolution obtained with this procedure
is shown in red in Fig. 6.19, and is 3 times better than the resolution obtained using full
4-vectors as in (6.11).

The same technique can be used to calculate which block of the proton detector should
be hit by a DVCS event, further increasing the accuracy of the calculation.

6.8 Normalization

Other than detector efficiencies, several global normalization must be applied to the data
in order to obtain absolute cross sections. These section describes how these normaliza-
tions were determined.

6.8.1 Luminosity

For electrons of a total charge @) passing through the target of length [ containing LH, of
density p, the integrated luminosity is given by

Q Napl
= — 1
/Edt 2 (6.13)

where e = 1.602- 107! C is the electron charge, Ay = 1.0079 g/mol is the atomic mass of
H, and Ny = 6.022 - 102 mol ! is Avogadro’s number.

The charge ) passing through the LH, target during a run can be found with a
high precision with BCMs (section 2.2.2.3). The target length [ was measured to be
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Figure 6.19: Resolution in the determination of the kinematical variable ¢, using 4-vectors
(black), like in Eq. (6.11), and using only the angular position of the photon (in red)
assuming DVCS kinematics, as in Eq. (6.12). These resolutions are calculated with the
Monte Carlo simulation of the calorimeter. Using only the position of the detected photon
in the calorimeter increases the resolution in the determination of the kinematics of the
reaction by a factor 3.

‘ Kinematic setting ‘ Q+1 (C) ‘ Q_1 (C) ‘ Q+1,_1 (C) ‘ Qasy (1073) ‘ fL+1,—1 dt (fbil) ‘

1 0.3732 0.3733 0.7464 -0.10 2717
2 0.5287 | 0.5292 1.0580 -0.58 3851
3 0.6913 | 0.6937 1.3850 -1.70 5041

Table 6.6: Total charge accumulated during each kinematic setting and the correspond-
ing integrated luminosities. Only charge during well-defined helicity gates is considered.
Luminosity is computed for a 13.5 cm-long target (cf. section 6.2.4).

15.0cm, but due to the cut on the target length (section 6.2.4), the effective length for
luminosity purposes is 13.5cm. The density p of LHy depends of the target temperature
and pressure. The target was operated at 19 K and pressure of 25psi, which gives a
density of p = 0.07229 g/cm?

The helicity of the event appears in the data stream as —1, 0, and +1. A “0” means it
is undefined. This happens during the approximately 500 us it takes for the Pockel Cell
(PC) to flip. The PC is an electro-optical element that determines the helicity of the laser
which in turn determines the electron helicity. It takes some time for the ~ 3kV to settle
(it flips from +3 kV to -3kV). There is a lost of 500 us out of 30ms (1.6% deadtime).
Helicity undefined events are removed for analysis and so the corresponding correction
needs to be done. Tab. 6.6 shows for each kinematic setting the total charge and integrated
luminosity of events where the helicity is defined (41 or —1). This is done by taking the
BCM scaler readings which only count during well defined helicity gates [73].
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6.8.2 Beam polarization

The beam polarization was measured during the whole experiment concurrently with
regular data taking. Beam polarization results can be obtained readily from the electron
detector of the Compton polarimeter. This electron detector consists of 4 planes of 48
silicon micro-strips, placed 4.6 mm above the beam axis during the DVCS experiment.
Fig. 6.21 (left) shows the electron counting rate versus strip number in one of the detector
planes for a typical Compton run of 3 h duration. The detector is located behind the third
dipole of the Compton chicane and the strip number gives the position of the scattered
electron along the dispersive axis with a resolution of 200 um. Hence the horizontal axis
of the plot is proportional to the energy lost by the electron (and given to the photon).
The Compton energy spectrum shows up as a relatively flat rate on the first strips. The
background spectrum has a 1/FE shape, like bremsstrahlung. The differential asymmetry
as a function of the electron energy (strip number) is shown in the right plot of Fig. 6.21.

The systematic error in the polarization measurement due to the uncertainty of the
laser polarization is 0.7%. The maximum deviation of scattered electrons for a beam
energy of 5.75GeV is 21.5mm at the electron detector plane, which makes a calibration
error of 200 um/21.5 mm=0.93%; this corresponds to a 1.9% uncertainty in the polariza-
tion measurement. The total systematic error is then 2.0%. An improvement of the 1.9%
electron detector calibration error can be achieved by analyzing the correlated events in
the photon detector. However, the analysis of this detector is more complex and the
polarization results obtained with the electron detector alone are sufficiently accurate at
this point in the analysis.

Fig. 6.21 shows the Compton polarimeter results during the full experiment [74], where
only the electron detector was used in the analysis. Beam polarization was 75.3 +0.14,; +
1.5y5t % on average during the experiment. The low polarization values at the beginning
of the experiment (the first 3 points in Fig. 6.21) correspond to an incorrect setting of the
Wien filter. The Wien filter is a spin rotator consisting of crossed electric and magnetic
field, used to maximize the longitudinal beam polarization at the target position.

6.8.3 Acquisition deadtime correction

The acquisition deadtime (DT) arises due to the inability of the DAQ system to record
events occurring during a DAQ “dead time”, when it is recording another event. The
total time that the DAQ is busy recording events is measured by counting pulses from a
62.5 MHz clock (in a gated scaler). By comparing its total count at the end of a run to a
free running clock (counting continuously), we can determine precisely the dead time of
the acquisition system for each run.

However, beam is not available continuously during the duration of the run. The
beam is shut down quickly (beam trip) each time a superconducting cavity arcs, in order
to protect the cavities from arc damage. At 5.75GeV beam energy, the cavities are
pushed well beyond the initial accelerating gradient specifications and the beam trip rate
is sometimes large. A beam trip can last from a few seconds to a few minutes. During this



126 CHAPTER 6. DATA ANALYSIS

| Trigger rates (plane C) | | Differential asymmetry (plane C) |
s 0.1, X2/ ndf 27.55/26
i 2 anal ‘ | %‘ [ [@LeftP, Prob 0.3812
Nadl3 Signal + Background (laser ON) £ 0.08F | o nonr + Polarisation -0.7832 + 0.0161
I o IS r @ Right P, va
x g o et 5,653+ 0.000
8 r —@— Background (laser OFF) 2 0.06 - Background Bdl 1.089 + 0.000
= '. 004 E Ebeam 5777+ 0.0
—_ 3 N -
510° 5 cosmaspnssnpeseett®™™™ :
S F 0.02I__n g9 )
= i ° 0 :_ * 1*
_
107 0027 ¥y
i\.‘ -0.04fF ¢
i Yess oy oo c ¢
Rl adr} » < -0.06]-
10°F -
E -0.081- *
n _0.l1llIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40 45
Strip number Strip number

Figure 6.20: Signal and background rates (normalized to the electron beam current) in one
of the planes of the electron detector for each strip (left), and the asymmetry measured
for each of the laser polarization states and the background (right).

time, the DAQ system is ready to record events, but beam is not available. The counting
of the free scaler during a beam trip needs to be subtracted from the total in order to
properly take into account the time the DAQ was actually busy, normalized to the total
time when it was not (but that events could be recorded, i.e. beam was available).

Beam trips were automatically subtracted by considering the time between two recorded
events, measured by the free running scaler. Typical acquisition rates were between 25—
60Hz. A beam trip was considered whenever the time between two consecutive events
was larger than 1s.

Tab. 6.7 shows for three typical runs (about 45 min of data taking), each corresponding
to a different kinematic setting, the value of the DT correction. These corrections were
calculated following the procedure described above for each individual run [73]. As shown
in Tab. 6.7, DT depends strongly on the kinematic setting, as the acquisition rate varies
from approximately 25 to 60 Hz.

6.9 Extraction of observables

I will describe in this section the procedure followed to take into account the acceptances
of detectors in extracting physical quantities.

To derive differential cross sections from the measured data, the solid angle (or accep-
tance) €2 of the detection apparatus must be known accurately. The number of counts in
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Figure 6.21: Compton polarimeter results [74], using only the electron detector. Beam
polarization is shown in the upper plot. Lower plot shows the signal to background ratio.
The first three points in the beginning of the experiment correspond to an incorrect Wien
angle setting.

| Kinematic setting | Trigger rate (Hz) | DT correction (%) | Number of beam trips

1 62 40.4 11
2 39 27.7 22
3 23 14.3 20

Table 6.7: Typical DT corrections to be applied to data as a function of the kinematic
setting. The acquisition rate was the highest in kinematic 1 and so the DT correction
also. These values are for three specific runs (about 45min of data taking), but the DT
correction was calculated in a run-by-run basis and data corrected correspondingly [73].
The number of beam trips is also shown as reference. It does not depend on the kinematic
setting, but its number and duration can vary from one run to another.



128 CHAPTER 6. DATA ANALYSIS

a phase space bin V; can be written as:

do / Z—ng do

— — ? —
NZ—[,/ideQ—E Tda /idQ_£<dQ>iAQ“ (6.14)
which shows that dividing N; by the luminosity £ and the solid angle A; of bin 7, we
can extract the average cross section over the bin. In order to determine solid angles that
incorporate the various resolution effects together with the actual detection geometry, one
needs a Monte Carlo (MC) simulation. Chapter 5 describes the simulation used for the
DVCS experiment.

In our case, interesting quantities, some linear combinations of GPDs, F(GPDs),
appear in the cross section multiplied by some kinematical factors I'(Q? zp,t, @) that
also vary within the bin width. We can integrate all these factors in the Monte Carlo
calculation of the acceptance, by computing a weighted solid angle:

Ni=L / D(Q% 5.1, o) F(GPDs) d = L{F(GPDs)) / P(Q% 25,1, 0) d2 . (6.15)

4 LZ -

~
MC integration

With this idea in mind, I describe in the following the general procedure used to
compute the experiment acceptance [75]. It takes into account two important effects:

e the variation of the kinematic factors within the bin width, as just mentioned,

e the effects of bin migration, caused by the resolution of the detectors.

6.9.1 General procedure

Let
X’U = {k’ xB’QQ’ti Qpe, (p’ /UZ}'U (6'16)
represent the kinematic variables at the vertex (in the simulation). The incident electron

energy k is included in order to treat the radiative tail. The angle ¢, is the angle between
the leptonic and horizontal planes. Let

Xe = {k’ ‘/EB’QQ’ti (1085 (p’ /UZ}C (6'17)

represent the event variables, as reconstructed by the detector. Here k. is constant and
equal to the measured electron beam energy k. = 5.7572 GeV (cf. section 2.2.2.4). In the
Monte-Carlo simulation, we define the mapping

K (xe|xy) (6.18)

as the conditional probability distribution to observe an event at the kinematic point x,
starting from vertex point x,. The experimental acceptances, intrinsic detector efficiencies
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and resolutions are included in K (x.|x,). This conditional probability, which we compute
using the MC simulation, takes into account the potential bin migration due to detectors
resolution. The binning vector

ie = {i$B7 iQ% Z.ta icp}e (619)

labels a set of bins in the corresponding event kinematics after integration over ¢, (this
variable contains no physics). The binning vector

j’U = {j:CBan2ajtaj<p}v (620)

labels a similar set of bins in the vertex variables.

The DVCS cross section can be written as a combination of several harmonic contri-
butions as described in section 1.5. For the case of a cross section difference with opposite
beam helicities, only two dominant harmonics remain:

07 (%y) —0(x,) = I'(x,)Xj,(GPDs)+I?*(x,)X; (GPDs) (6.21)
o7 (%) — 0 (x) = ) TAx)X], (6.22)

where T' (x,) and T'?(x,) represent some kinematical factors and X (GPDs) and X7 (GPDs)
are linear combinations of GPDs that we want to measure.
The number of counts per bin at the vertex is

2

Noy=£f >
X4 €Bin(jy)

A=1

2
T (%) X dx, = L) X} / ' (x,)dx, , (6.23)
A=1 x

v EBin(jv)

where L is the integrated luminosity. In the experimental bin i, the yield is

NG,) = / N (_)derN(iv)K(xe|xv) (6.24)

2

- £y xp / dx, / i, TN, K (x. %) (6.25)
1 xe €Bin(ie) X4 €Bin(jy)

jv A=

We define a bin mapping function:
K{:’jv = / / dx. dx, K(x.|x,)T*(x,) . (6.26)
xe€Bin(ie) J x, €BIn(jy)

This function is basically the solid angle weighted by the kinematic factors I'*(x,), where
the effects of bin migration are taken into account through the function K(x.|x,). Gen-
erally, the number of counts per bin can thus be written as:

NMOG,) = £ K X3 (6.27)

leyJv™ " Jv ”
j’l)yA
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Note the summation over all j,. All bins at the vertex might contribute to a given
experimental bin i, with a certain probability or weight given by the function KIA oo
computed in the simulation. We can now construct a x2, which can be minimized to

extract the X;,

4 FET
where 0™ (i.) are the experimental error bars in each bin.
The coefficients X, are defined as the values of Xj, that minimize x*:
1 0x?
0 - - 2
20X | (6.29)
1%,
L Z Ker',Jv_ NExp(le)
A
0 — LK 3o, 6.30
Z 1ea.]v [O-Exp(ie)]Z ( )
_ A A —A’ A .
0 = o Xy — B, Y ju, A (6.31)
Jys A
The linear system is defined by:
KA KN,
AN ie,jo " e, Jf
L = — Sy .32
5,.3, ;E (0B (i,)]2 (6.32)
NEXp(le) KA

B, = Z [O-Exp(le)]; - (6.33)

The fit parameters are:

A —11A, A oA
X;, = Z[ 1]M B (6.34)

v
Jo, A

The covariance matrix of the fitted parameters is:

(6.35)

-1
JU;Jv [ ].]’Uﬂ.]v

Note that the result, the unknowns of the linear system (6.33), are each linear com-
binations of GPDs averaged over each of the bins at the vertexz. On the other hand, the
data in the experimental bins i., are the quantities used for the minimization of 2
equation (6.28). There should be more data points than unknowns for the minimization
procedure to work, i.e. for the linear system (6.33) to have a non-singular solution. In
other words, the number of bins at the vertex should be smaller than the number of
experimental bins. It is the variable ¢ which allows us to solve the system. Indeed, the

.. A . . .
unknowns quantities X; do not depend on the variable ¢, so it makes no sense to bin on
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this variable at the vertex. On the other hand, the number of counts (either N¥*P(i,) or
NM€(i,)) do depend on ¢ through the ¢—dependence of the kinematical factors I'*(x,).
We will therefore bin on the variable ¢ for experimental data.

6.9.2 Special case: the single spin cross-section difference

As mentioned in section 1.5.2, in the kinematic regime of this experiment the BH domi-
nates over DVCS and through a cross section difference with opposite beam helicities we
can access the imaginary part of the DVCS amplitude. In this particular case, only three
terms ' (x,) remain, all helicity independent terms vanish. Furthermore, we can neglect
the contribution of |[7PV¢9|2 compared to the interference term, and so the number of T'*
terms is two. The first, a twist 2 term, has a ¢-dependence

sin
Pi(e)Pa(p)

where P; and P, are the BH propagators, which also depend on ¢. The other contribution
is a twist 3 term, with a ¢ dependence:

I (p) (6.36)

sin 2¢
Pi()Pa(p)

The number of unknowns in the system (6.33) is 2 times the number of bins at the verter.
In this case

?(p) (6.37)

NP = SN (i) = N~ (6.39)

where N*(i.) and N~ (i.) is the number of counts in an experimental bin for events of
helicity +1 and —1 respectively, and P is the beam polarization. Note that in this ob-
servable, accidental events, which are helicity independent, are automatically subtracted.

Only the luminosity corresponding to positive (negative) helicity gates contributes to
N*(i) (N (ie)). As the beam charge asymmetry can be neglected (cf. Tab. 6.6), this
means that the effective integrated luminosity contributing to the observable of Eq. (6.38)

18
_ [ L adt
—

c (6.39)

6.10 Results

For each of the 3 different settings in 2, 5 bins in ¢ have been made. Each experimental
bin in Q? and ¢ is divided into 25 bins in ¢. Bin ranges and the average value of ¢ in each
bin are shown in Tab. 6.8. Fig. 6.24-6.26 show the results of the difference of counts for
opposite helicity states (equation (6.38)) as a function of ¢, for each of the experimental
bins in Q% and ¢. Error bars are statistical only.

Fig. 6.25 and 6.26 show the effect of 7 electroproduction, computed as described in
section 6.6. As it can be seen, the effect is very small in our observable. Its contribution has
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| tmin (GeV?) | tmax (GeV?) | (1) (GeV?) |

-0.400 -0.349 -0.37
-0.349 -0.303 -0.33
-0.303 -0.257 -0.28
-0.257 -0.209 -0.23
-0.209 -0.121 -0.17

Table 6.8: Bin ranges in ¢t and average ¢ value over the bin, which is almost independent
of the Q? setting.

been neglected at this point. For the kinematic setting 1 (Fig. 6.24), the 7° contribution
could not be accurately estimated. Indeed, the average 7° energy is lower in this setting
and the calorimeter threshold (around 1 GeV) reduces the number of detected 7° events.
Some extrapolation from the two other kinematic settings will probably be necessary and
work is in progress. However, the effect is likely to be small, as in the two other cases.

Fig. 6.24-6.26 show raw counts and exhibit the experimental acceptance effects. The
most important effect is the very irregular acceptance in ¢ for large —t. Eq. (6.12) shows
that the value of ¢ is directly related to the angle between the real and the virtual photons.
As mentioned several times before, the virtual photon has a very small acceptance and
is always pointing towards the center of the calorimeter. Then, the distance of the real
photon impact point to the center of the calorimeter is directly related to the value of ¢,
as shown in Fig. 6.22. For small values of —¢ the acceptance of the calorimeter is flat.
However, for large values of —t, the rectangular shape of the calorimeter implies a larger
acceptance close to the corners, corresponding to the 4 values of the angle ¢ that define
the corners, as shown in Fig. 6.23. The same acceptance effects appear at the same values
of ¢ for the quantity N¥*P(i.) plotted in Fig. 6.24-6.26. However, the value of NMC(i,) of
Eq. (6.28) takes into account the acceptance of the experimental apparatus through the
matrices K{*; of Eq. (6.27).

The red curves in Fig. 6.24-6.26 show the result of the fit obtained by minimizing
x? of Eq. (6.28). There are two different contributions to the fit: a sin¢ modulated
contribution corresponding to a twist 2 term (handbag), plotted in green, and a sin 2¢
modulated contribution of twist 3 (in blue). The value of the linear combination of GPDs
obtained is shown in the legend for each of these two terms, together with its statistical
error. For the twist-2 term, this combination of GPDs is given by Eq. (1.63). Finally the
x? of the fit, normalized to the number of degrees of freedom n = 25 — 2 = 23, is also
shown. The twist-2 term is obtained with high precision (10% or better). The twist-3
term is less accurately determined by the fits. It is compatible with zero at low —¢ and
has errors up to 50% at high —t.
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|t vs y position in calorimeter

Figure 6.22: Value of the kinematic variable ¢ as a function of the position of the real
photon in the calorimeter, assuming the virtual photon points towards the center of the
calorimeter. This figure is a graphical representation of Eq. (6.12).
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Figure 6.23: Acceptance in ¢ for small —¢ (left) and large —t (right), as shown in the
Monte Carlo simulation, where events are generated following a flat distribution in ¢.

6.11 Discussion

6.11.1 Handbag dominance

The first interesting result which we can see in Fig. 6.24-6.26 is the relative small contri-
bution of the twist-3 term (in blue) compared to the twist-2 term. Only at high —¢, the
twist 3 term begins to have a significant size. This is a first indication of the handbag
mechanism dominance.

Note that the results of the fit, the linear combination of GPDs, for the twist-3 term are
not smaller than those corresponding to the twist-2 term. Indeed, the twist 3 contribution
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Figure 6.24: Results for kinematic setting 1 ({(Q?) = 1.5 GeV?). For each of the 5 bins in
t, the difference of the raw number of counts for opposite helicity events are plotted as a
function of ¢. The results of the fit is shown in red, together with each individual term:

twist-2 in green and twist-3 in blue.
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Figure 6.25: Results for kinematic setting 2 ((Q?) = 1.9 GeV?). For each of the 5 bins in
t, the difference of the raw number of counts for opposite helicity events are plotted as a
function of ¢. The results of the fit is shown in red, together with each individual term:

twist-2 in green and twist-3 in blue.
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Figure 6.26: Results for kinematic setting 3 ({(Q?) = 2.3 GeV?). For each of the 5 bins in
t, the difference of the raw number of counts for opposite helicity events are plotted as a
function of ¢. The results of the fit is shown in red, together with each individual term:

twist-2 in green and twist-3 in blue.
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Figure 6.27: Q%?—dependence of each of the twist-2 and twist-3 terms for all bins in ¢. The
small variation as a function of Q)? for each of the ¢—bins shows the validity of the twist-3
approximation and the dominance of the handbag mechanism in the DVCS process.

is suppressed by the corresponding kinematical factor I'*(x,) of Eq. (6.22). The twist-3
term appears multiplied by an additional power of the 1/Q—power suppressed kinematical
factor K, which goes to zero as t — tyiy.

A stronger test of the handbag dominance can be obtained from the Q% dependence of
the twist-2 and twist-3 terms obtained. As said before, all kinematic dependence (up to
the twist-3 approximation) is removed from these terms and included in the kinematical
functions I'(x,), computed by Monte Carlo. If the twist-3 approximation is correct and
we can neglect higher twist contributions, then the twist-2 and twist-3 terms obtained
here should have no Q? dependence, as there is no Q? dependence in GPDs!.

In order to quantify the dominance of the handbag over the whole kinematic regime
of the experiment, all data for each kinematic setting was integrated over a single bin in
t: —0.4 <t < —0.12GeV2. Fig. 6.27 shows the variation of the twist-2 and twist-3 terms
over the full Q? range of the experiment. The twist-2 term, which is measured with high
precision (of the order of 3%) does not more than 20 in the @Q? range from 1.5 GeV? to
2.3 GeV2. The variation of the twist-3 term, less accurately measured, is compatible with
zero. The twist-3 term is measured with 20%-30% uncertainty.

6.11.2 t—dependence

Once verified that the handbag mechanism seems the leading underlying mechanism in
the DVCS process in this kinematic region, we can interpret results in terms of (twist-2)
GPDs. Fig. 6.28 shows the variation of the twist-2 term as a function of ¢. This term is
the linear combination of GPDs given by Eq. (1.63):

B (F1 +F2)%m7-[ -

— T __
CTQ:%mC —Flgm,}‘['i‘Q_mB 4M2

FSmE . (6.40)

! There is a known logarithmic Q2 evolution of GPDs, but it can be neglected in the Q? range of this
experiment (1.5 — 2.3 GeV?).
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Figure 6.28: Under the dominance of the handbag diagram, the twist-2 term can be
interpreted as the linear combination of GPDs of Eq. (1.63). The t—dependence of these
coefficients contain both the one coming from form factors and the one contained in GPDs.
Error bars are statistical only and are of the order of 15%.

We observe again the very slight dependence on Q?. The dependence on the variable ¢ in-
cludes the dependence already in the form factors Fi(t) and F;(t) appearing in Eq. (6.40).
The additional dependence is due to the t—dependence of GPDs H, H and E. In our
kinematic domain the contribution of the GPD FE is very suppressed by the kinematical
term t/(4M?) and the fact that F, < F} for the proton. The contribution of the GPD H
is slightly suppressed by x5/(2 — z5) = 0.22.

Fig. 6.28 shows the comparison of the measured values with the prediction of the
model of GPDs by Vanderhaeghen, Guichon and Guidal (VGG) |20, 21, 22| described in
section 1.6. The values b,y = bsee = 1 and o = 0.8 were used, and the contribution
from the D-term was neglected. The absolute value and t—dependence of the data is well
reproduced by the model, where an important contribution is, as mentioned before, the
t—dependence of form factors, which is known.

6.11.3 Stability of results on the missing mass squared cut

The twist-2 term results for kinematic 3 are plotted in Fig. 6.29 for different values of
the M?% cut for each of the five bins in t. We observe that the result is stable around the
missing mass squared cut M% = (M, + mqo)?. For high values of —t the results depends
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Figure 6.29: For kinematic 3 and each of the bins in ¢, the twist-2 term is plotted as a
function of the M%— cut (cf. section 6.5).

slightly on the value of this cut. The acceptance at high —¢ depends strongly on ¢ as
explained in 6.10 (cf. Fig. 6.23), and is more difficult to reproduce in the Monte Carlo. A
rough estimate of the systematic error introduced by this cut is 5%. However, this error
can be reduced with additional work on the Monte Carlo simulation of the calorimeter.

6.12 Cut summary and systematic error budget

Tab. 6.9 shows a summary of all the cuts and normalizations applied to the data, with
an estimate of the systematic error introduced. The largest systematic error comes from
the missing mass cut, of the order of 5% for certain bins in ¢. This error can probably be
reduced with additional work on the Monte Carlo simulation in order to better compute
the acceptance of the experiment. Beam polarization is the next most important system-
atic error. By analyzing the photon detector of the Compton calorimeter it can probably
be reduced by 0.5%.

6.13 Outlook

Results presented here are very preliminary. Some corrections remain to be done. First,
the contamination coming from 7° electroproduction must be evaluated for kinematic
setting 1. Also, while real radiative corrections, both internal and external, have been
made, the contribution from virtual radiative corrections must be estimated.

Up to now, only the cross section difference for opposite electron helicities has been
studied. The quality of the data is sufficiently high that it is promising to look into more
complicated observables, such as the total DVCS cross-section, in order to access the real
part of the DVCS amplitude and other combinations of GPDs.
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‘ Cut/Efficiency ‘ Correction ‘ Systematic error ‘
Cerenkov inefficiency +1.2% 0.1%
Geometrical acceptance cuts (HRS+-calo) - 0.5%
HRS multi-track Tab. 6.2 0.1%
Target length —(13.5c¢m/15.0cm) 1%
Clustering coincidence window <1074 —
Calorimeter and trigger inefficiency +1% 1%
Missing mass cut - 5%
1-cluster cut Tab. 6.5 0.1%
Charge Tab. 6.6 0.2%
DT correction Run-by-run 0.2%
Beam polarization 1/75.3% 2.0%
7Y contamination under evaluation ?
Virtual radiative corrections under evaluation ?

Total 5.6%+7?

Table 6.9: Summary of corrections and systematic error budget.



Conclusion

Generalized Parton Distributions provide a very promising tool for systematically explor-
ing hadron structure. In contrast to form factors and quark and gluon distributions,
GPDs access quark position and momentum correlations in the nucleon, which are at
present largely unknown. Furthermore, moments of GPDs provide new nucleon structure
information and are also easily transported to lattice QCD calculations for direct com-
parison |76, 77]. In particular, the second moment of a particular combination of GPDs
gives access to the total angular momentum carried by quarks in the nucleon [10, 11].

Deeply Virtual Compton Scattering is the cleanest reaction accessing the GPDs. Com-
pared to other hard scattering processes, DVCS provides the simplest final state, and thus
the simplest interpretation in terms of the nucleon GPDs. The advent of high luminosity
accelerator facilities has made the study of GPDs accessible to experiment. The E00-110
experiment in the Hall A of Jefferson Lab is the first high statistics, dedicated DVCS
experiment, and the subject of this thesis.

The E00-110 experiment presented several technical challenges. Two new detectors
were designed and constructed to run at a luminosity of 10*” cm=2s~! at angles down to
15° from the beamline and at a distance of only 1.1 m from the target. The unprecedented
background environment in such an open geometry required the development of novel
electronics and data acquisition system.

The electromagnetic calorimeter performed very well during the whole experiment.
The intense exposure to radiation produced an attenuation of the crystals transparency.
However, the resolution obtained at the end of the experiment, during the last elastic
calibration, was as good as the resolution obtained at the beginning of the experiment.
Due to the fact that radiation damage was concentrated in the front face of crystals,
the LED monitoring system was more sensitive to it than the electromagnetic showers,
which develop deeper inside blocks. Calibration using the constrained elastic reaction was
therefore the most reliable procedure for the electromagnetic calorimeter. A resolution
of 2.4% at 4.2GeV was obtained at the elastic calibration setting. In normal running
and background conditions a resolution of 5%/ VE reproduced the missing mass width
measured. Another calibration method consists of using the 7° decay and the invariant
mass of two cluster events in the calorimeter. This calibration technique has not been
applied. Instead, we used the elastic calibrations and an extrapolation of coefficients
based on the radiation dose received by each block. The reconstructed 7° invariant mass
width was used to check that the calibration was satisfactory during the experiment, i.e.
the ¥ invariant mass width was almost constant.
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The proton detector was the luminosity limiting factor of the experiment. Its PMTs
were damaged significantly by low energy background. PMT anode current was con-
tinuously monitored during the experiment. PMTs from blocks closest to the beamline
operated at about 45 yA of anode current, and some of them died a few days before the
end of the experiment.

ARS sampling electronics were essential to achieve the time and energy resolutions
obtained. The large amount of data that had to be transfered for each event was the
limiting factor in DAQ deadtime. The calorimeter trigger module, which made an online
selection of interesting channels to read, was an indispensable part of the acquisition,
together with the multiplexer module that allowed the selection of proton detector chan-
nels. Each PMT signal was sampled at 1 GHz over 128 ns. However, careful studies of the
waveform analysis algorithm showed that it was more efficient to use only a subset of the
signal data for analysis: 80 samples were used for calorimeter analysis, and only 30 for
proton detector analysis. Obviously, transferring only some of the ARS samples of each
channel instead of all 128 would have reduced deadtime.

The new detectors and electronics required the development of original methods for
their analysis. The waveform analysis algorithm to treat pile-up was efficient but time-
consuming. The inefficiency of the algorithm used to reconstruct events in noisy blocks
was computed accurately by measuring accidental events and testing the algorithm under
simulation. Efficiency was higher than 90% in most of the proton detector for energy
losses higher than 30 MeV.

As argued in chapter 6, using only the HRS and the calorimeter, together with a
tight cut on the missing mass e p — e v X, provides a clean selection of DVCS events.
Indeed, the 70 electroproduction contribution can be subtracted from our data using
the events where the two photons from the 7° decay are detected in the calorimeter.
Furthermore, the contamination coming from associated DVCS (i.e. the production of
an additional pion) is expected small with a missing mass cut at the pion production
threshold. Some additional tests are still needed in order to better estimate systematic
errors and background contamination.

The main goal of the E00-110 experiment was to test whether the kinematic regime
accessible at Jefferson Lab allows one to interpret the DVCS amplitude in terms of Gen-
eralized Parton Distributions. This is a fundamental step before one can draw any con-
clusions about the structure of the nucleon from DVCS measurements. Results presented
here show a good agreement with the twist-3 approximation of the DVCS amplitude,
where the handbag diagram is the dominant contribution.

Preliminary results from the difference of cross sections for opposite beam helicities
allowed the extraction of a linear combination of Generalized Parton Distributions as a
function of the transfer ¢ to the proton. This is the first direct measurement of GPDs. The
accuracy of this measurement will provide strong constraints to models and parametriza-
tions. The comparison with a GPD model prediction from Vanderhaeghen, Guichon and
Guidal [20, 21, 22| shows a very good agreement. In addition to the cross section differ-
ence presented here, the extraction of the unpolarized cross section is also planned. Taken
together with the imaginary part of the DVCS amplitude (measured through the single
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spin cross-section difference), it will provide a first measurement of the real part of the
DVCS amplitude, and hence another set of GPD observables.

This is the beginning of a vast experimental program. Larger kinematic domains and
a variety of different observables are needed to map out GPDs over their full parameter
space. There are three major types of exclusive processes where GPDs can be measured
or accessed. The object of this thesis, the leptoproduction of photons is, as already men-
tioned, the “golden” process and a number of experiments are already in progress and
planned. An experiment covering a larger kinematic domain in Q? and zp took place in
2005 in the Hall B of Jefferson Lab [41]. Also, by using a polarized target different kinds of
GPD observables are accessible using the DVCS reaction. A dedicated experiment is pro-
posed to measure DVCS with a polarized target and the spectrometer CLAS [78]. Another
very interesting measurement is DVCS on the neutron. With this goal, an experiment
using a deuterium target ran in Hall A in 2004 [40], and is currently under analysis [79)].
DVCS on the neutron is mostly sensitive to the least constrained GPD, E. However, in or-
der to understand how precisely one can determine neutron properties in hard reactions,
one must understand completely the structure of contributions in measurements using
deuterium targets. So far, the analysis has been performed only within the framework of
the parton model [80, 81]. The consideration should be extended at least to the same level
of precision as in the DVCS on the nucleon target, i.e. to twist-3 accuracy. HERMES
and H1 will soon use a recoil detector, which will allow the exclusive measurement of the
DVCS channel. Dedicated DVCS programs at HERA are planned [34, 43| in the next few
years. A complementary kinematic domain to that of HERMES and Jefferson Lab could
be explored by the COMPASS collaboration at CERN [44]: small z5 (0.03 < z5 < 0.27)
and high @Q? (1.5 < Q% < 6.5GeV?). This collaboration, which could start a DVCS pro-
gram by 2010, would also add a recoil detector to their current setup in order to make an
exclusive DVCS measurement.

At sufficiently large %, the hard exclusive leptoproduction of a meson from a nucleon
target is another major process involving GPDs. The production of pseudoscalar mesons
is sensitive to the polarized GPDs H and E, whereas the vector meson production is
sensitive to the unpolarized GPDs H and E. Electroproduction of mesons is unique in
its ability to potentially disentangle the flavor components of the GPDs. By changing the
type of produced meson one can access different flavor combinations of GPDs.

Neutral pion electroproduction (v* p — p 7°) cross-section was measured with the
E00-110 data [69]. However, the factorization and the interpretation of these data in
terms of GPDs is only valid for longitudinal photons. A factorization into a hard and
soft part does not hold for transverse photons, and there is no dominance of the handbag
mechanism expected even at large Q2. Longitudinal cross sections for p° electroproduction
have been measured for values of Q? between 1.5 and 3.0 GeV? [82] and calculations based
on GPD models reproduce the data. Electroproduction of w mesons was measured up
to Q? ~5GeV? [83]. However, in contrast to the p° electroproduction, the measurement
indicates that helicity is not conserved in the case of the w meson and so the separation of
the longitudinal and transverse cross sections could not be done. Here the interpretation in
terms of GPDs must be postponed until data are available at higher momentum transfers.
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The upgrade of the beam energy up to 12 GeV at CEBAF [84], planned around 2013, will
open a new window for further investigation of these and other hard exclusive reactions.

As already mentioned before, thanks to the interference with the Bethe-Heitler process,
DVCS provides a way to access GPDs directly via the imaginary part of its amplitude.
However, this is only the case along the lines x = ££. A process unique in its ability to lift
this kinematical restriction of DVCS and measure the full surface of the GPDs is Double
DVCS (or DDVCS) [85]: e p — ¢’ p' I I. In this reaction, very similar to DVCS, the
final photon is off-shell, and couples to a pair of leptons in the final state. The virtuality
of the final photon adds a new degree of freedom that allows the exploration of GPDs
as a function of their three arguments independently. This process is highly suppressed
compared to that of DVCS (about 200 times smaller), which makes its experimental
measurement very challenging and unlikely until future facilities with higher luminosity
are available. From the theoretical point of view, electroproduction of electron pairs
requires that we add the exchange contributions due to the identical nature of the electrons
in the final state. An immediate problem that still needs to be addressed by theory is the
calculation of the Bethe-Heitler amplitudes for the case whre the final state leptons are
identical to those in the initial state [ = e. This will bring a vast variety of polarization
and azimuthal observables that will further help to unravel the complicated structure of
GPDs. Also, the theory of twist-3 effects in DDVCS is not yet developed.

In summary, given the active theoretical and experimental development around the
subject of GPDs and DVCS in particular, we can anticipate a very intense activity in this
field over the next few years. On an intermediate time scale, progress will depend upon
the proposed beam energy upgrade to 12 GeV and the DVCS program at COMPASS. In
the long term, the project of a high luminosity Electron-Ion-Collider EIC [86] can help
continue the study of GPD physics with detail and precision.
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Resumé

Les Distributions de Partons Généralisées (GPDs), introduites a la fin des années 90,
décrivent de facon universelle la structure des hadrons en fonction des degrés de liberté
de la Chromodynamique Quantique: les quarks et les gluons. Les GPDs apparaissent
dans une grande variété de réactions exclusives et ’avénement des accélérateurs de haute
luminosité a rendu possible leur étude expérimentale. La Diffusion Compton Profondé-
ment Virtuelle (DVCS) est le processus clef faisant intervenir les GPDs. La premiére
expérience dédiée a la mesure du DVCS a eu lieu dans le Hall A au Jefferson Lab en 2004.
Un calorimétre électromagnétique, un anneau de scintillateurs ainsi que 1’électronique
associée ont été construits. Ce document décrit la préparation de cette expérience, les
prises de données et leur analyse. Les résultats de la mesure de la différence de sections
efficaces absolues avec des hélicites du faisceau opposées constituent la premiére mesure
d’une combinaison linéaire des GPDs.

MOTS CLEFS

Sonde électromagnétique. Structure du nucléon. Réactions exclusives. Distributions
de Partons Généralisées (GPDs). Diffusion Compton Profondément Virtuelle (DVCS).
Jefferson Lab (CEBAF).

Abstract

Generalized Parton Distributions (GPDs), introduced in the late 90s, provide a uni-
versal description of hadrons in terms of the underlying degrees of freedom of Quantum
Chromodynamics: quarks and gluons. GPDs appear in a wide variety of hard exclusive
reactions and the advent of high luminosity accelerator facilities has made the study of
GPDs accessible to experiment. Deeply Virtual Compton Scattering (DVCS) is the golden
process involving GPDs. The first dedicated DVCS experiment ran in the Hall A of Jef-
ferson Lab in Fall 2004. An electromagnetic calorimeter and a plastic scintillator detector
were constructed for this experiment, together with specific electronics and acquisition
system. The experiment preparation, data taking and analysis are described in this docu-
ment. Results on the absolute cross section difference for opposite beam helicities provide
the first measurement of a linear combination of GPDs as a function of the momentum
transfer to the nucleon.
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