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ABSTRACT

This is an updated proposal version for the conditionally approved E12-06-118 JLab Experiment. It was originally proposed in 2006 and reviewed by PAC30, which considered “the physics goals of this experiment as highlights of the 12 GeV physics program.” The condition for (full) approval imposed by PAC30 was a “Management review of the safety aspects of the Tritium target.” A review of a conceptual target design was conducted in June 2010, which found “no show stoppers” for further development of a low activity tritium target at Jefferson Lab.

We propose to perform deep inelastic electron scattering off the $^3$H and $^3$He mirror nuclei with the 11 GeV upgraded beam of Jefferson Lab. The experiment will measure the EMC effect for $^3$H and $^3$He and determine the ratio of the neutron to proton inelastic structure functions, $F_n^2/F_p^2$, and the ratio of the down to up quark distributions in the nucleon, $d/u$, at medium and large Bjorken $x$. It will use a room-temperature, moderate-pressure $^3$H, $^3$He and deuterium gas target system, and the Hall A Super BigBite and one of the two High Resolution spectrometers. The required beam time is 42 days at a beam current of 24 $\mu$A. The $F_n^2/F_p^2$ ratio will be extracted from the inelastic cross section ratio of the two nuclei by exploiting their mirror symmetry with a minimal theoretical correction. The $F_n^2/F_p^2$ ratio is expected to be almost free of nuclear effects, which introduce a significant uncertainty in its extraction from deep inelastic scattering off the proton and deuteron. The results are expected to test perturbative and non-perturbative mechanisms of spin-flavor symmetry breaking in the nucleon, and constrain the structure function parametrizations needed for the interpretation of high energy hadron collider data. The precision of the expected data for the ratio of the EMC effects for $^3$H and $^3$He will offer a unique opportunity to test theoretical calculations of the EMC effect and will provide critical experimental input for the establishment of a unique canonical model for the explanation of its dynamical origin.
1 Introduction

Measurements of the proton and deuteron structure functions have been of fundamental importance in establishing the internal quark structure of the nucleon \([1, 2, 3]\). The first evidence for the presence of point-like constituents (partons) in the nucleon came from the observation that the ratio of inelastic to Mott electron-proton cross sections, measured in the pioneering SLAC experiments, exhibited only small variation with momentum transfer \([4]\). The subsequent detailed analysis of the SLAC data \([5]\) revealed the predicted “scaling pattern” \([6]\) in the nucleon structure functions, consistent with scattering from partons carrying the quantum numbers of the Gell-Mann/Zweig quarks. Further experimental studies of muon-nucleon and neutrino-nucleon inelastic scattering experiments at CERN and Fermilab established beyond any doubt the quark-parton model (QPM) of the nucleon \([7]\), and provided substantial supporting evidence for the emerging theory of quantum chromodynamics (QCD) \([8]\). The importance of the SLAC experiments for the development of the quark model in particle physics was recognized with the 1990 Nobel in Physics award to J. Friedman, H. Kendall and R. Taylor.

The cross section for inelastic electron-nucleon scattering is given in terms of the structure functions \(F_1(\nu, Q^2)\) and \(F_2(\nu, Q^2)\) of the nucleon by:

\[
\sigma \equiv \frac{d^2 \sigma}{d\Omega dE'} (E, E', \theta) = \frac{4\alpha^2 (E')^2}{Q^4} \cos^2 \left(\frac{\theta}{2}\right) \left[ \frac{F_2(\nu, Q^2)}{\nu} + \frac{2F_1(\nu, Q^2)}{M} \tan^2 \left(\frac{\theta}{2}\right) \right],
\]

where \(\alpha\) is the fine-structure constant, \(E\) is the incident electron energy, \(E'\) and \(\theta\) are the scattered electron energy and angle, \(\nu = E - E'\) is the energy transfer, \(Q^2 = 4EE' \sin^2(\theta/2)\) is minus the four-momentum transfer squared, and \(M\) is the nucleon mass.

The basic idea of the quark-parton model \([6, 9]\) is to represent inelastic electron-nucleon scattering as quasi-free scattering from the partons/quarks in the nucleon, when viewed in a frame where the nucleon has infinite momentum (the center-of-mass frame is a very good approximation to such a frame). The fractional momentum of the nucleon carried by the struck quark is given by the Bjorken scaling variable, \(x = Q^2/2M\nu\). In the limit where \(\nu \to \infty, Q^2 \to \infty\) with \(x\) fixed, the nucleon structure functions become:

\[
F_1 = \frac{1}{2} \sum_i e_i^2 q_i(x), \quad F_2 = x \sum_i e_i^2 q_i(x).
\]

Here, \(e_i\) is the fractional charge of quark type \(i\), \(q_i(x)dx\) is the probability that a quark of type \(i\) carries momentum in the range between \(x\) and \(x + dx\), and the sum runs over all quark types.
Since the charges of the $u, d$ and $s$ quarks are $2/3$, $-1/3$ and $-1/3$, respectively, the $F_2(x)$ structure function for the proton is given by:

$$F_2^p(x) = x \left[ \left( \frac{2}{3} \right)^2 (u + \bar{u}) + \left( -\frac{1}{3} \right)^2 (d + \bar{d}) + \left( -\frac{1}{3} \right)^2 (s + \bar{s}) \right].$$  \hspace{1cm} (3)

The parton distribution functions in the neutron are related to those in the proton by isospin symmetry. Since the up/down quarks and proton/neutron both form isospin doublets, one has: $u^p(x) = d^n(x) \equiv u(x)$, $d^p(x) = u^n(x) \equiv d(x)$, $s^p(x) = s^n(x) \equiv s(x)$ (with analogous relations for the antiquarks), and:

$$F_2^n(x) = x \left[ \left( -\frac{1}{3} \right)^2 (u + \bar{u}) + \left( \frac{2}{3} \right)^2 (d + \bar{d}) + \left( -\frac{1}{3} \right)^2 (s + \bar{s}) \right].$$  \hspace{1cm} (4)

Equations 3 and 4 result in the structure function ratio:

$$\frac{F_2^n}{F_2^p} = \frac{[(u + \bar{u}) + (s + \bar{s})] + 4(d + \bar{d})}{4(u + \bar{u}) + [(d + \bar{d}) + (s + \bar{s})]}.$$  \hspace{1cm} (5)

Since all the quark distribution functions must be positive for all $x$, the above expression is bounded for all $x$ by:

$$\frac{1}{4} \leq \frac{F_2^n}{F_2^p} \leq 4,$$  \hspace{1cm} (6)

which is known as the Nachtmann inequality [10]. If one neglects the strange quarks and antiquarks, Equation 5 yields the well known simple relationship:

$$\frac{F_2^n}{F_2^p} = \frac{[(u + \bar{u})] + 4(d + \bar{d})}{4(u + \bar{u}) + [(d + \bar{d})]} = \frac{1 + 4(D/U)}{4 + (D/U)},$$  \hspace{1cm} (7)

where $U = u + \bar{u}$ and $D = d + \bar{d}$. For the remainder of this proposal the notation $D/U$ will be replaced, as it is customary, simply by $d/u$, with $d$ and $u$ denoting quark plus antiquark distributions. Figure 1 shows all the SLAC data from the pioneering SLAC/MIT Collaboration experiments on the $F_2^n/F_2^p$ ratio versus $x$ [11]. The ratio has been extracted from deep inelastic scattering (DIS) (large $Q^2$ and $\nu$) measurements off the proton and deuteron, using a smearing model to account for the Fermi-motion of the nucleons in the deuteron [12]. The ratio data are within the bounds of the Nachtmann inequality. For large $x$, the ratio is about $1/4$ which can only be reached if $d = s = 0$. This suggests a picture in which the high momentum partons in the proton (neutron) are mainly up (down) quarks. For small $x$, the ratio is close to 1, suggesting little influence of valence quarks and dominance of the quark-antiquark “sea”.

Early SLAC experimental data in a limited $x$ kinematical range ($0.1 \leq x \leq 0.3$) [13] reinforced an original naive view that the quark distributions functions $q_i(x)$ should not
change in the nuclear medium, at least for small and medium values of $x$. Measurements by the European Muon Collaboration (EMC) [14] over a large-$x$ range at CERN invalidated this view by observing a large $x$ dependence for the ratio of the iron $F_{2}^{Fe}$ per nucleon over the deuteron $F_{2}^{d}$. This effect, the EMC effect, was confirmed in a subsequent analysis of old SLAC data [15], and an extensive study, using different nuclear targets, provided the exact $x$ behavior of the effect versus the mass number $A$ of nuclei [16]. The SLAC experimental data are shown in Figure 2 and indeed indicate a significant $x$ and $A$ dependence for the inelastic cross section ratio ($\sigma^{A}/\sigma^{d}$)$_{is}$ for several nuclei from $^4$He to Au. The $\sigma^{A}$ and deuteron $\sigma^{d}$ cross sections are per nucleon and the ratio has been adjusted for an isoscalar nucleus of mass number $A$. This cross section ratio is equal to the equivalent isoscalar structure function ratio $(F_{2}^{A}/F_{2}^{d})_{is}$.

Figure 1: SLAC data on the nucleon $F_{2n}^{2}/F_{2p}^{2}$ ratio extracted from proton and deuteron DIS measurements [11] with a Fermi-smearing model [12].
Figure 2: SLAC data on the inelastic cross section ratio of several nuclei ($\sigma^A$) to deuterium ($\sigma^d$) versus the Bjorken $x$ [16]. The cross sections are per nucleon and the ratio has been adjusted for an isoscalar nucleus of mass number $A$.

2 Theory Overview

The $F^p_n/F^p_p$ ratio can be calculated in a number of models of the nucleon. In a world of exact SU(6) symmetry, the wave function of a proton, polarized in the $+z$ direction for instance, would be simply [7]:

$$p \uparrow = \frac{1}{\sqrt{2}} u \uparrow (ud)_{S=0} + \frac{1}{\sqrt{18}} u \uparrow (ud)_{S=1} - \frac{1}{3} u \downarrow (ud)_{S=1}$$

$$- \frac{1}{3} d \uparrow (uu)_{S=1} - \frac{\sqrt{2}}{3} d \downarrow (uu)_{S=1},$$

where the subscript $S$ denotes the total spin of the “diquark” partner of the quark. In this limit, the $u$ and $d$ quarks in the proton would be identical, and the nucleon and $\Delta$
isobar would, for example, be degenerate in mass. In deep-inelastic scattering, exact SU(6) symmetry would be manifested in equivalent shapes for the valence quark distributions of the proton, which would be related simply by \( u(x) = 2d(x) \) for all \( x \). For the neutron to proton \( F_2 \) structure function ratio this would imply [17]:

\[
\frac{F^n_2}{F^p_2} = \frac{2}{3}, \quad \frac{d}{u} = \frac{1}{2} \quad [\text{SU}(6) \text{ symmetry}].
\]

In nature, spin-flavor SU(6) symmetry is, of course, broken. The nucleon and \( \Delta \) masses are split by some 300 MeV. In deep inelastic scattering off the nucleon, this symmetry breaking is reflected in the experimental observation that the \( d \) quark distribution is softer than the \( u \) quark distribution, with the \( F^n_2/F^p_2 \) ratio deviating from the SU(6) expectation. The correlation between the mass splitting in the 56 baryons and the large-\( x \) behavior of \( F^n_2/F^p_2 \) was observed some time ago by Close [18] and Carlitz [19]. Based on phenomenological [18] and Regge [19] arguments, the breaking of the symmetry in Equation 8 was argued to arise from a suppression of the “diquark” configurations having \( S = 1 \) relative to the \( S = 0 \) configuration as \( x \to 1 \). Such a suppression is in fact quite natural if one observes that whatever mechanism leads to the observed \( N-\Delta \) splitting (e.g. color-magnetic force, instanton-induced interaction, pion exchange), it necessarily acts to produce a mass splitting between the two possible spin states of the two quarks which act as spectators to the hard collision, \((qq)_S\), with the \( S = 1 \) state heavier than the \( S = 0 \) state by some 200 MeV [20]. From Equation 8, a dominant scalar valence diquark component of the proton suggests that in the \( x \to 1 \) limit, \( F^p_2 \) is essentially given by a single quark distribution (i.e. the \( u \)), in which case:

\[
\frac{F^n_2}{F^p_2} \to \frac{1}{4}, \quad \frac{d}{u} \to 0 \quad [S = 0 \text{ dominance}].
\]

This expectation has, in fact, been built into most phenomenological fits to the parton distribution data [21, 22, 23, 24].

The phenomenological suppression of the \( d \) quark distribution can be understood within the hyperfine-perturbed quark model of Isgur et al. [25, 26]. The color hyperfine interaction is generated by one-gluon exchange between quarks in the core. At lowest order, the Hamiltonian for the color-magnetic hyperfine interaction between two quarks is proportional to \( \vec{S}_i \cdot \vec{S}_j \), where \( \vec{S}_i \) is the spin vector of quark \( i \). Because this force is repulsive if the spins of the quarks are parallel and attractive if they are antiparallel, from the SU(6) wave function in Equation 8 it naturally leads to an increase in the mass of the \( \Delta \) and a lowering of the mass of the nucleon, and a softening of the \( d \) quark distribution relative to the \( u \) [26].
An alternative suggestion, based on a perturbative QCD argument, was originally formulated by Farrar and Jackson [27]. There it was shown that the exchange of longitudinal gluons, which are the only type permitted when the spins of the two quarks in \((qq)_S\) are aligned, would introduce a factor \((1 - x)^{1/2}\) into the Compton amplitude — in comparison with the exchange of a transverse gluon between quarks with spins anti-aligned. In this approach, the relevant component of the proton valence wave function at large \(x\) is that associated with states in which the total “diquark” spin projection, \(S_z\), is zero as \(x \to 1\). Consequently, scattering from a quark polarized in the opposite direction to the proton polarization is suppressed by a factor \((1 - x)\) relative to the helicity-aligned configuration.

A similar result is also obtained in the treatment of Brodsky et al. [28] (based on quark-counting rules), where the large-\(x\) behavior of the parton distribution for a quark polarized parallel \((\Delta S_z = 1)\) or antiparallel \((\Delta S_z = 0)\) to the proton helicity is given by: \(q^{\uparrow\downarrow}(x) = (1 - x)^{n-1+\Delta S_z}\), where \(n\) is the minimum number of non-interacting quarks (equal to 2 for the valence quark distributions). Using Equation 8, in the \(x \to 1\) limit one therefore predicts:

\[
\frac{F^u_2}{F^d_2} \to \frac{3}{7}, \quad \frac{d}{u} \to \frac{1}{5} \quad [S_z = 0 \text{ dominance}].
\]

It should be noted that in the latter two treatments, the \(d/u\) ratio does not vanish as \(x \to 1\) and the \(F^u_2/F^d_2\) ratio tends to 3/7 instead of 1/4.

Moving to the EMC effect, despite the intense theoretical work over the 20 years since its discovery, there is no unique theory or universally accepted model that describes its origin. There are many classes of models offering possible explanations of the effect. One class tries to explain the effect by revisiting the bound-nucleon problem and offering refined treatments for the nuclear binding and nucleon off-shellness. A second class attributes the existence of the effect to a possible increasing enhancement of the pion field, associated with the nucleon-nucleon interaction, with the nuclear mass number \(A\). A third class departs from the conventional meson-nucleon framework of the nucleus and assumes that a dense nucleus with tightly packed nucleons has to be viewed and treated as a collection of multi-quark clusters. A distinct model in this class is one offering a quark-diquark structure of the nucleon, with the diquark modified in the nuclear medium. A fourth class is based on the idea of dynamical rescaling arising from the observation that iron \(F_2\) structure function data resemble deuterium \(F_2\) structure function data of higher \(Q^2\) values. The underlying physical idea in this rescaling model is the change in the quark confinement scale of a nucleon embedded in a nucleus.
The above four classes are sometimes complemented by additional mechanisms that can offer explanations for the EMC effect pattern in specific x regions, like the well known shadowing mechanism, which reproduces the low-x pattern of the effect, and the increased Fermi momentum of the nucleons in heavier nuclei, which accounts for the large-x behavior of the EMC ratio data. The large number of approaches and models trying to explain the effect as well as comprehensive detailed accounts and comparisons of theoretical calculations with data are given in the excellent reviews of Refs. [29, 30].

It is widely accepted that the first step in the understanding of the origin of the EMC effect is a realistic calculation of the structure function $F_2$ of the light, simplest nuclei in nature and in particular of the $A = 3$ mirror nuclei: $^3$He and $^3$H. Of paramount importance would be a comparison of theory and experimental data for the ratio of the structure functions of the two nuclei, where both systematic and theoretical inherent uncertainties cancel out, making this ratio a benchmark for the understanding of the EMC effect [31].

3 Motivation for a New Experiment

Although the problem of extracting neutron structure functions from deuterium data is rather old [32], the discussion has been recently revived [33, 34, 35] with the realization [36] that $F_n^d$, extracted from $F_p^d$ and $F_n^d$ by taking into account Fermi-motion and binding effects in deuterium, could be significantly different [34, 36] from that extracted in earlier analyses [12] in which only Fermi-motion corrections were applied.

Melnitchouk and Thomas [34] have incorporated binding and off-shell effects within a covariant framework in terms of relativistic deuteron wave functions (as calculated by Gross and collaborators [37], for instance). Neglecting the relativistic deuteron P-states and off-shell deformation of the bound nucleon structure function (which were found to contribute at the $\sim$ 1% level [38]), the deuteron $F_2^d$ structure function can be written as a convolution of the free proton and neutron $F_2$ structure functions and a nucleon momentum distribution in the deuteron, $f_{N/d}$:

$$F_2^d(x, Q^2) = \int dy \ f_{N/d}(y) \ [F_2^p(x/y, Q^2) + F_2^n(x/y, Q^2)],$$

where $y$ is the fraction of the ‘plus’-component of the nuclear momentum carried by the interacting nucleon, and $f_{N/d}(y)$ takes into account both Fermi-motion and binding effects. Their reanalysis of the SLAC data based upon this improved theoretical treatment led to
larger $F_2^n/F_2^p$ values as compared with the Fermi-motion only extracted values. As can be seen in Figure 3, the difference at $x = 0.85$ can be up to $\sim 50\%$.

![Graph showing the $F_2^n/F_2^p$ ratio extracted from proton and deuteron DIS measurements [11] with a) a Fermi-smearing model (Bodek et al. [12]), b) a covariant model that includes binding and off-shell effects (Melnitchouk and Thomas [34]), and c) the “nuclear density model” [39] that also incorporates binding and off-shell effects (Whitlow et al. [36]).](image)

Whitlow et al. [36] incorporated binding effects using the “nuclear density model” of Frankfurt and Strikman [39]. In this model, the EMC effect for the deuteron scales with nuclear density as for heavy nuclei:

$$
\frac{F_2^d}{F_2^p + F_2^n} = 1 + \frac{\rho_d}{\rho_A - \rho_d} \left[ \frac{F_2^A}{F_2^d} - 1 \right],
$$

(13)

where $\rho_d$ is the charge density of the deuterium nucleus, and $\rho_A$ and $F_2^A$ refer to a heavy nucleus with atomic mass number $A$. This model predicts for the ratio $F_2^n/F_2^p$ values that
are significantly higher (> 100%) than the Fermi-motion only extracted ones at high $x$, as can be seen in Figure 3.

![Graph showing the quark $d/u$ distribution ratio](image)


Figure 4: A typical uncertainty in the determination of the quark $d/u$ distribution ratio by the QCD fit of Botje [40] on DIS cross section data. The solid curve is a QCD fit, and the shaded area shows the uncertainty in the fit. The dot-dashed curve represents the standard CTEQ4 fit [43], while the dashed curve corresponds to the CTEQ4 fit with a modified $d$ quark distribution with $d/u \rightarrow \approx 0.2$ as $x \rightarrow 1$.

It is evident from the above two models that neglecting nuclear binding effects in the deuteron can introduce, at large $x$, a significant uncertainty in the extraction of the $F_2^n/F_2^p$ and $d/u$ ratios. A typical example for the magnitude of the uncertainty for the $d/u$ ratio, as estimated by one calculation from a QCD fit of proton and deuteron structure function data, is given in Figure 4 [40] (see also Ref. [41]). The more recent CTEQ6X analysis [42] gave a similarly large spread for the $d$ quark distribution above $x \sim 0.5$, depending on
which assumptions about the nuclear corrections in deuterium were used. In the absence of experimental data or a unique theory for the magnitude of binding effects and the existence of the EMC effect in the deuteron, the question of the large-$x$ behavior of $F_n^2/F_p^2$ and $d/u$ can only be settled by a measurement which does not rely on the use of the deuteron as an effective neutron target.

The above situation can be remedied by using a method proposed by Afnan et al. [44, 45], which maximally exploits the mirror symmetry of $A = 3$ nuclei and extracts the $F_n^2/F_p^2$ ratio from DIS measurements off $^3$H and $^3$He. Regardless of the absolute values of the nuclear EMC effects in $^3$He or $^3$H, the differences between these will be small – on the scale of charge symmetry breaking in the nucleus – which allows for a determination of the $F_n^2/F_p^2$ and $d/u$ ratios at large-$x$ values essentially free of nuclear contamination. At the same time, precise DIS measurements off $^3$H and $^3$He will provide the necessary structure function $F_2$ data for detailed studies of the EMC effect, which could lead to a canonical theory for the explanation of its dynamical origin. In summary, this method will, as has been stated in Ref. [31], i) unambiguously determine the valence $u$ and $d$ quark distributions of the free nucleon, ii) complete our knowledge of the EMC effect over the full range of nuclear mass number by determining the effect in the three-body systems and in the deuteron, and iii) provide valuable input in sorting out the change of the nucleon structure in the nuclear medium, which is fundamental to our understanding of QCD itself.

4 Exploring Deep Inelastic Scattering off $^3$H and $^3$He

In the absence of a Coulomb interaction and in an isospin-symmetric world, the properties of a proton (neutron) bound in the $^3$He nucleus would be identical to that of a neutron (proton) bound in the $^3$H nucleus. If, in addition, the proton and neutron distributions in $^3$He (and in $^3$H) were identical, the neutron structure function could be extracted with no nuclear corrections, regardless of the size of the EMC effect in $^3$He or $^3$H separately.

In practice, $^3$He and $^3$H are of course not perfect mirror nuclei – their binding energies for instance differ by some 10% – and the proton and neutron distributions are not quite identical. However, the $A = 3$ system has been studied for many years, and modern realistic $A = 3$ wave functions are known to rather good accuracy. In a self-consistent framework one can use the same nucleon-nucleon ($NN$) interaction which describes the two-nucleon system to provide the basic input interaction into the three-nucleon calculation. Therefore,
the wave functions can be tested against a large array of observables which put rather strong constraints on the models.

Defining the EMC-type ratios for the $F_2$ structure functions of $^{3}\text{He}$ and $^{3}\text{H}$ (weighted by corresponding isospin factors) by:

\[
R(\text{He}) = \frac{F_{2}^{\text{He}}}{2F_{2}^{p} + F_{2}^{n}} , \quad R(\text{H}) = \frac{F_{2}^{\text{H}}}{F_{2}^{p} + 2F_{2}^{n}} ,
\]
one can write the “super-ratio”, $\mathcal{R}$, of these as:

\[
\mathcal{R} = \frac{R(\text{He})}{R(\text{H})} .
\]

Inverting this expression directly yields the ratio of the free neutron to proton structure functions:

\[
\frac{F_{2}^{n}}{F_{2}^{p}} = \frac{2\mathcal{R} - F_{2}^{\text{He}}/F_{2}^{\text{H}}}{2F_{2}^{\text{He}}/F_{2}^{\text{H}} - \mathcal{R}} .
\]

We stress that $F_{2}^{n}/F_{2}^{p}$ extracted via Equation 16 does not depend on the size of the EMC effect in $^{3}\text{He}$ or $^{3}\text{H}$, but rather on the ratio of the EMC effects in $^{3}\text{He}$ and $^{3}\text{H}$. If the neutron and proton distributions in the $A=3$ nuclei are not dramatically different, one might expect $\mathcal{R} \approx 1$. To test whether this is indeed the case requires an explicit calculation of the EMC effect in the $A=3$ system.

The conventional approach employed in calculating nuclear structure functions in the valence quark region, $x > 0.3$, is the impulse approximation, in which the virtual photon, $\gamma^*$, mediating the electron-nucleus interaction, scatters incoherently from individual nucleons in the nucleus [29]. The nuclear cross section is determined by factorizing the $\gamma^*$–nucleus interaction into $\gamma^*$–nucleon and nucleon–nucleus amplitudes. The structure function of a nucleus, $F_2^A$, can then be calculated by folding the nucleon structure function, $F_2^N$, with the nucleon momentum distribution in the nucleus, $f_{N/A}$, as in Equation 12:

\[
F_2^A(x) = \int dy \, f_{N/A}(y) \, F_2^N(x/y) \equiv f_{N/A}(x) \otimes F_2^N(x) ,
\]

where the $Q^2$ dependence in the structure functions is implicit. The convolution expression in Equation 17 is correct in the limit of large $Q^2$; at finite $Q^2$ the nucleon momentum distribution function $f_{N/A}$ acquires additional dependence on the variable $\gamma = \sqrt{1 + 4M^2x^2/Q^2}$ [46, 47]. While making the convolution expressions somewhat more complicated at finite $Q^2$, these corrections can nevertheless be straightforwardly computed. Corrections to the impulse approximation appear in the guise of final state interactions, multiple rescattering (nuclear
shadowing), $NN$ correlations and 6-quark clusters, however, these are generally confined to either the small-$x$ [48], or very large-$x$ ($x > 0.9$) [49] regions.

In the high-$Q^2$ limit the distribution $f(y)$ of nucleons in the nucleus is related to the nucleon spectral function $S(p)$ by [29]:

$$f(y) = \int d^3 \vec{p} \left( 1 + \frac{p_z}{p_0} \right) \delta \left( y - \frac{p_0 + p_z}{M} \right) S(p),$$

where $p$ is the momentum of the bound nucleon (for a generalization to finite $Q^2$ see for example Ref. [46]). For an $A = 3$ nucleus the spectral function is evaluated from the three-body nuclear wave function, calculated by either solving the homogeneous Faddeev equation with a given two-body interaction [44, 50] or by using a variational technique [51]. The model dependence of the distribution function can be examined by using several different potentials. In Refs. [44, 45] a number of potentials were used, including the “EST” (Ernst-Shakin-
Thaler) separable approximation to the Paris potential [52] [referred to as “Paris (EST)”], the unitary pole approximation [53] to the Reid Soft Core (RSC) potential, and the Yamaguchi potential [54] with 7% mixing between $^3S_1$ and $^3D_1$ waves. The Argonne AV18 potential [56] was also used for the calculations in Refs. [55, 57].

In terms of the proton and neutron momentum distributions, the $F_2$ structure function for $^3$He is given by:

$$F_2^{^3\text{He}} = 2f_{p/^3\text{He}} \otimes F_2^p + f_{n/^3\text{He}} \otimes F_2^n.$$  \hspace{1cm} (19)

Similarly for $^3$H, the structure function is evaluated from the proton and neutron momentum distributions in $^3$H:

$$F_2^{^3\text{H}} = f_{p/^3\text{H}} \otimes F_2^p + 2f_{n/^3\text{H}} \otimes F_2^n.$$  \hspace{1cm} (20)

Because isospin symmetry breaking effects in nuclei are quite small, one can to a good approximation relate the proton and neutron distributions in $^3$He to those in $^3$H:

$$f_{n/^3\text{H}} \approx f_{p/^3\text{He}}, \quad f_{p/^3\text{H}} \approx f_{n/^3\text{He}},$$  \hspace{1cm} (21)

although in practice both the isospin symmetric and isospin symmetry breaking cases have been considered explicitly. Note that even in the isospin symmetric case the proton and neutron distributions in $^3$He will be different because while the neutron in $^3$He is accompanied by a spectator $pp$, the spectator system of the proton is either an uncorrelated $pn$ pair or a recoiling deuteron.

The ratio $\mathcal{R}$ of EMC ratios for $^3$He and $^3$H, as calculated by Afnan et al. [44, 45] is shown in Figure 5 for the various nuclear model wave functions [Paris (EST), RSC and Yamaguchi], using the CTEQ parametrization [24] of parton distributions at $Q^2 = 10 \text{ (GeV/c)}^2$ for $F_2^N$. The EMC effects are seen to largely cancel over a large range of $x$, out to $x \sim 0.9$, with the deviation from unity of less than 2%. Furthermore, the dependence on the nuclear wave function is very weak. The pattern of behavior of the ratio $\mathcal{R}$ has been confirmed in independent calculations by Pace et al. [55], using a variational approach to calculate the three-body spectral function, and by Sargsian et al. [57] using the Green function Monte Carlo wave functions from Ref. [56].

As seen in Figure 6, the deviation of $\mathcal{R}$ from unity is also well within the 2% range for both of the above cases. Note that the solid curve (from the work of Ciofi degli Atti and Liuti [58]) is computed using the RSC $NN$ potential with the CTEQ parametrization of the
The dependence of $\mathcal{R}$ on the input nucleon structure function parametrization is illustrated in Figure 7, where several representative curves at $Q^2 = 10 \text{ (GeV/c)}^2$ are given: apart from the standard CTEQ fit (solid), the results for the GRV [60] (dot-dashed), Donnachie-Landshoff (DL) [61] (dashed), and BBS [28] (dotted) parametrizations are also shown (the latter at $Q^2 = 4 \text{ (GeV/c)}^2$). For $x < 0.6$ there is little dependence ($< 0.5\%$) in the ratio on the structure function input. For $0.6 < x < 0.85$ the dependence is greater, but still with $< \pm 1\%$ deviation away from the central value $\mathcal{R} = 1.01$. The spread in this region is due mainly to the poor knowledge of the neutron structure function at large $x$. Beyond $x \approx 0.85$ there are few data in the deep-inelastic region on either the neutron or the proton structure functions, so here both the $d$ and $u$ quark distributions are poorly determined.
Figure 7: Ratio of nuclear EMC ratios for $^3$He and $^3$H with the Paris (EST) wave functions, using various nucleon structure function parametrizations [44] (see text): CTEQ (solid), GRV (dot-dashed), BBS (dotted), and DL (dashed).

Despite the seemingly strong dependence on the nucleon structure function input at very large $x$, this dependence is actually artificial. In practice, once the ratio $F_2^{^3\text{He}}/F_2^{^3\text{H}}$ is measured, one can employ an iterative procedure to eliminate this dependence altogether. Namely, after extracting $F_2^n/F_2^p$ from the data using some calculated $\mathcal{R}$, the extracted $F_2^n$ can then be used to compute a new $\mathcal{R}$, which is then used to extract a new and better value of $F_2^n/F_2^p$. This procedure is iterated until convergence is achieved and a self-consistent solution for the extracted $F_2^n/F_2^p$ is obtained. Both Afnan et al. [44] and Pace et al. [55] have independently confirmed the convergence of this procedure.

As an illustration, we show in Figure 8 the result from Afnan et al. [45] for different numbers of iterations using as input $F_2^n/F_2^p = 1$. The convergence is relatively rapid — by the third iteration the extracted function is almost indistinguishable from the exact result. Although the effect on $\mathcal{R}$ from the present lack of knowledge of the nucleon structure function
Figure 8: The convergence of the iterative procedure which eliminates the nucleon structure function dependence in the $F_n^2/F_p^2$ extraction, from Ref. [45]. The input is $F_n^2/F_p^2 = 1$, and the ratio after $\sim 3$ iterations is indistinguishable from the exact result (solid).

is $< 2\%$ for $x < 0.85$, this uncertainty can in principle be eliminated altogether via iteration, so that the only model dependence of $\mathcal{R}$ will be from the nuclear interaction in the $A = 3$ nucleus. An alternative iteration method was recently proposed by Kahn et al. [47], using an additive nuclear correction rather than the usual multiplicative ansatz, which has the virtue of being suitable for extracting structure functions that are not necessarily monotonic nor positive definite. Test results show that for smooth functions, very similar neutron $F_n^2$ values are obtained with either method [47].

Of course the accuracy of the iteration procedure is only as good as the reliability of the above formalism and wave functions used to calculate the nuclear structure functions allows. The ratios in Figure 5 were calculated using three-nucleon wave functions neglecting the Coulomb interaction and working in an isospin basis (possible three-body forces can be omitted since these are expected to have a negligible effect on $\mathcal{R}$). To estimate the effect of neglecting the Coulomb interaction in $^3\text{He}$ and at the same time correct the long-range part
of the three-body wave function due to the change in the binding energy, Afnan et al. [45] have modified the $^1S_0$ potential in $^3$He and $^3$H to reproduce their respective experimental energies. In this way the $^3S_1 - ^3D_1$ interaction responsible for the formation of the deuteron is unchanged. This approximation spreads the effect of the Coulomb interaction over both the $pp$ and $np$ interaction in the $^1S_0$ channel, and to this extent, it shifts some of the Coulomb effects in the neutron distribution in $^3$He to the proton distribution. However, this simple modification to the $^1S_0$ interaction allows one to study explicitly the possible effects associated with the differences in the binding energies of $^3$He and $^3$H.

\[
R(^3\text{He}) / R(^3\text{H})
\]

![Figure 9: Ratio of nuclear EMC ratios for $^3$He and $^3$H for the Paris (EST) model (solid) and for the modified Paris (EST)* model (dashed) which includes explicit isospin symmetry breaking [44].](image)

The ratio $R$ calculated in Ref. [45] with the Paris (EST) wave function modified according to this prescription is shown in Figure 9, labeled “Paris (EST)*” [the CTEQ parametrization of the nucleon structure function at $Q^2 = 10$ (GeV/c)$^2$ is used]. The result of this modification is a shift of $< 0.5\%$ in $R$, with the net effect still being a ratio which deviates by $< 2\%$ from unity.
In other models (see e.g. Pace et al. [55]) the Coulomb interaction is already included in the $A = 3$ wave functions, together with realistic two-body and three-body forces. In the actual analysis of data the uncertainty arising from the treatment of Coulomb effects will therefore be significantly smaller than that suggested by the difference between the two curves in Figure 9.

There are a number of other possible effects which could influence the ratio $\mathcal{R}$. Included in these is the $Q^2$ dependence of the structure functions, through higher order perturbative QCD corrections, higher twist terms, target mass corrections, and the choice of the form of the initial parton distributions. The impact of QCD corrections on the $F_2^n/F_2^p$ ratio has been thoroughly investigated in Ref. [62]. The formalism for target mass corrections exists [63, 64] and can be readily applied to the analysis of $F_2^n/F_2^p$ [65]. Other uncertainties are inherent to the convolution formalism in a nucleus. The derivation of the convolution approximation in Equation 17 assumes that the nucleon off-shell dependence in the bound nucleon structure function is negligible. The off-shell dependence of $F_2^N$ is, as a matter of principle, not measurable, since one can always redefine the nuclear spectral function to absorb any $p^2$ dependence in the bound nucleon structure function. However, off-shell effects can be identified once a particular form of the interaction of a nucleon with the surrounding nuclear medium is specified. The discussion of off-shell modification of the nucleon structure function in the nuclear medium is therefore understood to be within the framework of the nuclear spectral functions defined in Equation 18.

Taking the nucleon’s off-shellness into account, the bound nucleon structure function in Equation 17 can be generalized to [66, 67, 68]:

$$F_2^A(x, Q^2) = \int dy \int dp^2 \varphi(y, p^2, Q^2) F_2^N(x', p^2, Q^2), \quad (22)$$

where $x' = x/y$ and the function $\varphi(y, p^2, Q^2)$ depends on the nuclear wave functions. In the absence of $p^2$ dependence in $F_2^N$, the light-cone momentum distribution $f(y, Q^2)$ in Equation 17 would correspond to the $p^2$ integral of $\varphi(y, p^2, Q^2)$. In the approach of Ref. [66], the medium-modified nucleon structure function $F_2^N(x', p^2, Q^2)$ can be evaluated in terms of a relativistic quark spectral function which depends on the virtualities of the struck quark, $k^2$, and spectator system. The dependence of $k_{\text{min}}$ on $p^2 \neq M^2$ generates an off-shell correction which grows with $A$ due to the $A$-dependence of the virtuality $p^2$ of the bound nucleon. This serves to enhance the EMC effect at large $x$ in comparison with naive binding model calculations which do not take into account nucleon off-shell effects.
Figure 10: Ratio $R$ of nuclear EMC ratios for $^3\text{He}$ and $^3\text{H}$ nuclei, with (dashed) and without (solid) nucleon off-shell corrections [66] (see text), for the variational (RSC) wave function.

The effect of the off-shell correction on the ratio $R$, illustrated in Figure 10, is a small ($< 1\%$) increase in the ratio at $x \sim 0.6$. Off-shell effects of this magnitude can be expected in models of the EMC effect where the overall modification of the nuclear structure function arises from a combination of conventional nuclear physics phenomena associated with nuclear binding, and a small medium dependence of the nucleon’s intrinsic structure. Other models of the EMC effect, such as the color screening model for the suppression of point-like configurations (PLC) in bound nucleons [69], attribute most or all of the EMC effect to a medium modification of the internal structure of the bound nucleon, and consequently predict larger deviations of $R$ from unity [57]. However, recent $^4\text{He}(\vec{e},e'\vec{p})$ polarization transfer experiments [70] indicate that the magnitude of the off-shell deformation is indeed rather small. The measured ratio of transverse to longitudinal polarization of the ejected protons in these experiments can be related to the medium modification of the electric to magnetic elastic form factor ratio. Using model independent relations derived from quark-hadron duality, the medium modifications in the form factors were related to a modification at large $x$ of the
deep inelastic structure function of the bound nucleon in Ref. [71]. In $^4$He, for instance, the effect in the PLC suppression model was found [71] to be an order of magnitude larger than that allowed by the data [70], and with a different sign for $x > 0.65$. The results therefore place rather strong constraints on the size of the medium modification of the structure of the nucleon, suggesting little room for large off-shell corrections, and support a conventional nuclear physics description of the $^3$He/$^3$H system as a reliable starting point for nuclear structure function calculations.

Corrections to the impulse approximation arising from the exchange of quarks between nucleons in $A = 3$ nuclei have been discussed by a number of authors [72, 73, 45, 57]. In Ref. [72] the effect on the EMC ratio, for the isospin-averaged $A = 3$ nucleus, was found to be comparable to that arising from binding. However, the analysis [72] did not allow for $NN$ correlations, which are important at large momentum (and hence large $x$), so that the overall EMC effect is likely to have been overestimated. The effects of quarks which are not localized to single nucleons can alternatively be parametrized in terms of multi-quark clusters, in which six (or more) quarks form color singlets inside nuclei [74]. Six-quark configurations in the deuteron and other nuclei have been studied in a variety of observables, including nuclear electromagnetic form factors, $NN$ scattering, as well as the EMC effect. Following Ref. [74], contributions from scattering off quarks in a six-quark cluster can be approximated by an effective six-quark structure function, $F_{6q}^q(x_{6q})$, in the nucleus, where $x_{6q} = Q^2/2M_{6q}\nu \approx x/2$. If $P_{6q}$ is the probability of finding a six-quark cluster in the nucleus, the net effect on the $^3$He (and similarly $^3$H) structure function can be approximated by:

$$F_{2}^{^3\text{He}} \rightarrow (1 - P_{6q})F_{2}^{^3\text{He}} + P_{6q}F_{2}^{6q},$$

where $F_{2}^{^3\text{He}}$ is the incoherent nucleon contribution.

For a typical valence-like shape for $F_{2}^{6q}$, with the large-$x$ behavior constrained by hadron helicity counting rules, $F_{2}^{6q} \sim (1 - x_{6q})^9$, Afnan et al. [45] have calculated the effect on $R$ for $P_{6q} = 0\%$, 2\% and 4\%, shown in Figure 11. The overall effect is < 1\% for all $x < 0.85$ even for the largest six-quark probability considered. For larger values of $P_{6q}$ the deviation from unity is in fact even smaller, canceling some of the effects associated with nucleon off-shell dependence, for instance. Afnan et al. [45] and Sargsian et al. [57] have also considered other six-quark structure functions, and while there is some sensitivity to the exact shape of $F_{2}^{6q}$, the $\sim 1\%$ effect on $R$ appears to be an approximate upper limit for all $x$. 
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Figure 11: Ratio of nuclear EMC ratios for $^3$He and $^3$H for the Faddeev Paris(EST) wave function, with $P_{6q} = 0\%$, 2\% and 4\% six-quark configurations in the $A = 3$ wave function [45].

The analyses of the convolution model and the various extensions discussed in Refs. [44, 45, 55, 57] demonstrate the magnitude of the theoretical uncertainty in the calculation of the ratio $R$. For the purpose of this proposal we assume that we can describe $R$ with a central value and assign a systematic uncertainty that grows from 0.0\% at $x = 0$ to $\pm 1.0\%$ at $x = 0.8$. Further theoretical investigations in the future could possibly reduce this uncertainty.

5 The Experiment

The upgraded 11 GeV beam of the Continuous Electron Beam Accelerator of Jefferson Lab offers a unique opportunity to perform deep inelastic electron scattering off the $^3$He and $^3$H mirror nuclei at large-$x$ and $Q^2$ values. The DIS cross section for $^3$H and $^3$He is given in terms of their $F_1$ and $F_2$ structure functions by Equation 1, where $M$ represents in this case the nuclear mass. The nuclear structure functions $F_1$ and $F_2$ are connected through the ratio
\[ R = \sigma_L / \sigma_T, \] where \( \sigma_L \) and \( \sigma_T \) are the virtual photoabsorption cross sections for longitudinally and transversely polarized photons, by:

\[
F_1 = \frac{F_2 (1 + Q^2 / \nu^2)}{2x(1 + R)}.
\] (24)

The ratio \( R \) has been measured to be independent of the atomic mass number \( A \) in precise SLAC and CERN measurements using hydrogen, deuterium, iron and other nuclei [29, 75].

The direct substitution of Equation (24) into Equation (1) results in the elimination of \( F_1 \) in the inelastic cross section formula:

\[
\sigma = \frac{4\alpha^2(E')^2}{Q^4} \cos^2\left(\frac{\theta}{2}\right) F_2 \left[ \frac{1}{\nu} + \frac{(1 + Q^2 / \nu^2)}{xM(1 + R)} \tan^2\left(\frac{\theta}{2}\right) \right].
\] (25)

By performing the tritium and helium measurements under identical conditions, using the same incident beam and scattered electron detection system configurations (same \( E \), \( E' \) and \( \theta \)), and assuming that the ratio \( R \) is the same for both nuclei, the ratio of the DIS cross sections for the two nuclei will provide a direct measurement of the ratio of their \( F_2 \) structure functions:

\[
\frac{\sigma(^{3}H)}{\sigma(^{3}He)} = \frac{F_2(^{3}H)}{F_2(^{3}He)}.
\] (26)

The key technical issue for this experiment is the availability of a tritium target. Tritium targets have been used in the 1980’s to measure the elastic form factors of \( ^{3}H \) at Saclay [76] and MIT-Bates [77]. The Saclay target contained liquid \( ^{3}H \) at 22 K and 20 atm (density of 0.260 g/cm\(^3\)), and had an activity of 10 kCi. The target cell was designed to have a thin wall in only one scattering direction, with the cooling head on the other side. The MIT-Bates target [78] contained gas \( ^{3}H \) at 45 K and 15 atm (density of 0.025 g/cm\(^3\)), and had an activity of 145 kCi. When not in use, the tritium gas was stored in uranium beds, a widely used commercially available technology. The target had multiple layer containment and relied on the uranium storage beds as a first defense for absorption in the event of a leak.

Given a tritium target, an entire program of elastic, quasielastic and inelastic measurements can be done at JLab [79, 80]. Also measurements of semi-inclusive DIS reactions could be possible [81]. This entire program can, overall, be better accomplished in Hall A (which is envisioned also as the Hall for special setups in the 12 GeV era) by building a “general purpose” low-activity tritium target. The advent of the Hall A Super BigBite Spectrometer (SBS) [82] with its very large solid angle has allowed us to move away from our original thinking of a medium-activity (5 kCi) cryogenic tritium target system (which
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was similar to the MIT/Bates target) and embrace a low-activity (1 kCi) room-temperature, moderate-pressure target.

In recognition of the safety concerns related to tritium, we have chosen a design which minimizes both the amount of tritium on site and the amount of tritium handling required. There are a number of desired factors for a target to be used in this experiment: i) it should have thin walls for both left and right scattering, to allow multiple spectrometer use or coincidence scattering, ii) it should be long enough, about 40 cm, to take advantage of a full spectrometer acceptance when used for small angle scattering or of a large-target-acceptance spectrometer like the SBS, iii) it should be filled and sealed off site in order to minimize tritium handling on site, and iv) it should be able to withstand a high beam current.

Neither the Bates nor Saclay target would be adequately suitable for this experiment. Both were much shorter than the maximum length that can be accomodated by the Super Bigbite and the High Resolution (at forward angles) Hall A spectrometers. The large amount of tritium would make a Bates-style target unsuitable for JLab. The Saclay target could not be used with beam currents above 10 $\mu$A, and one scattering direction would not be accessible.

We have thus chosen to design a new target cell in the shape of a 40 cm long, 1.25 cm diameter cylinder made of Al-2219, a widely used tritium compatible alloy. This aluminum alloy has a yield strength that is larger than that of stainless steel at room temperature, and it has a much higher thermal conductivity than stainless steel. The target will be at room temperature, sealed, and at a pressure of about 6.25 atm (density of 0.0020 g/cm$^3$) with a total activity of 1 kCi. All windows will be at least 0.018 in thick. The target will be filled off site, at the STAR Facility of Idaho National Lab. The amount of tritium in the cell can be determined to about 0.5% [83]. Limiting the amount of tritium to 1 kCi allows filling and shipment with standard, commonly used containers and procedures.

Two designs are currently being investigated. One design is a single-machined piece which will incorporate the five planned target cells: $^3$He, $^3$H, $^2$H, $^1$H, and empty replica. The $^3$He, deuterium and hydrogen cells will be at 20 atm. All target densities will be known to about a 0.5% level [83]. This five-cell structure design is shown in Figure 12. An individual cell is shown in Figure 13. A single-heat sink with water cooling will be mounted on top of the assembly. Under normal operations, with an estimated maximum beam current of 24 $\mu$A, beam heating will be about 23 W (33 W for the He target). A second design under study would use a similar construction, but with separate target cells. A detailed safety analysis and technical details of the target are given in a separate supporting document of
Figure 12: Schematic of the five-cell ($^3\text{He}$, $^3\text{H}$, $^2\text{H}$, $^1\text{H}$, and empty replica) structure of the tritium target system (see text).

The primary safety concern for the target is a tritium leak due to mechanical failure of windows due to hydrogen embrittlement, radiation damage, or loss of target integrity from accidental excessive beam heating due to failure of the raster or grossly mis-steered beam. The alloy chosen for the target is resistant to hydrogen embrittlement at pressures below 100 atm, and the anticipated radiation exposure is at least $10^5$ smaller than levels that would cause mechanical failure. In order to reduce the risk of damage from a mis-steered beam, a tungsten collimator will be placed upstream of the target. In addition to standard beam monitoring, an independent raster and steering monitor will be connected to the Fast Shut Down (FSD) system for the injector. Finite element analysis thermo-mechanical calculations have shown that the target can safely withstand either condition for at least 150 $\mu$s, enough to enable the FSD to work.
Finally, the target will be surrounded by a containment window. Any resulting leak will be vented to the outside through a system ejecting the tritium into a stack above Hall A. The resulting emission would still keep tritium levels at the site boundary below regulatory limits.

To eliminate background electrons scattering off the end-caps of the target cells, two adjustable, properly-machined tungsten collimating slits will be mounted on the support frame of the target system, right at the side of the cells. The slits will mask the spectrometer from the target end-caps, and at the same time they will define the effective target length seen by it.

Figure 13: Schematic of one of the five 40 cm cells of the tritium target system (see text).

The large solid angle of the Hall A Super BigBite Spectrometer will facilitate high-statistics DIS cross section measurements (less than one percent) over a large-\(x\) range. The momentum and angular resolutions of SBS are more than adequate for the needs of these measurements. A schematic of the spectrometer (based on a 48D48 dipole magnet) instrumented for hadron detection at small angles, is shown in Figure 14. For this experiment,
the CH$_2$ analyzers of the proton polarimeter will be replaced by a Cherenkov counter, and
the hadron calorimeter (HCAL) will be replaced by a lead-glass electromagnetic calorimeter.
The GEM (Gas Electron Multiplier) tracking chamber system will be complemented by a
pair of (triggering and timing) scintillator planes.

An important check would be to confirm that the ratio $R = \sigma_L/\sigma_T$ is the same for $^3$H
and $^3$He (it is known that $R$ is the same for hydrogen, deuterium and several medium and
heavy nuclei like Be, Fe etc.). The $R$ values will be extracted from a Rosenbluth separation
of DIS cross sections, which requires a very well calibrated and understood small solid angle
spectrometer like the Hall A High Resolution Spectrometer (HRS). The HRS performance
is expected to be comparable, if not better, to that of the SLAC 8 GeV/c spectrometer
that has provided the most precise measurements of $R$ for hydrogen, deuterium and several
medium/heavy nuclei [16, 85, 75] with overall systematic uncertainties of typically between
±0.02 and ±0.03. Similar $R$ measurements at JLab in an experiment using one of the
two HRS systems in Hall A will produce data of the same or smaller overall systematic
uncertainties.

Figure 14: Side view of the Super BigBite Hall A spectrometer, shown with instrumentation for
hadron detection at very small angles (see text).
For the primary objective of the experiment, which is measurements of cross section ratios rather than absolute cross sections, many of the experimental errors that plague absolute measurements will cancel out. The experimental systematic uncertainties on the ratio of cross sections should be similar to those achieved by SLAC experiments E139 [16] and E140 [85, 75], which were typically ±1.0% overall and ±0.5% point-to-point.

Inelastic scattering with electron beams up to 11 GeV at JLab can provide measurements of the $^3$H and $^3$He $F_2$ structure functions in the $x$ range from 0.2 to 0.9. The electron scattering angle will range from 20° to 65° and the scattered electron energy from 1 to 3 GeV. The standard detector configuration, consisting of a Cherenkov counter and a lead-glass calorimeter, will provide discrimination between scattered electrons and an associated hadronic (mostly pion) background. The above two-counter combination has provided in the past a pion rejection factor of up to $10^5$ to 1 [85] and has allowed DIS cross section measurements with negligible pion contamination up to a pion over electron ratio $\pi/e = 500$. The expected $\pi/e$ ratio for this experiment has been estimated, using SLAC measurements of photon-nucleon cross sections [86], to be less than 300 at the highest-$x$ kinematics. The pion contamination for a $\pi/e$ ratio of 300 would be about 0.6%, which can be corrected with an estimated uncertainty of less than ±0.2%. The expected $\pi/e$ ratio is given in Table 1 (Appendix I) along with the kinematical parameters for the proposed core set of DIS measurements of the ratio $F_2(^3\text{H})/F_2(^3\text{He})$ from $x = 0.20$ up to $x = 0.83$.

The estimated DIS cross sections, counting rates and the beam times required for the above core measurements are given in Table 2 (Appendix II). The deuteron DIS cross section is not given in the Table, as it is simply one third of the sum of the $^3$He and $^3$H cross sections (see below). The core inelastic measurements for the structure functions of $^3$He, $^3$H and deuterium will be away from the nucleon resonance region with $W^2$ greater than 4.0 GeV$^2$. It will also be possible to measure the $^3$H and $^3$He structure functions at higher-$x$ values over the resonance region. [The quantity $W$ is the invariant mass of the final hadronic state: $W = (M^2 + 2M\nu - Q^2)^{1/2}$.] Earlier studies of the proton $F_2^p$ structure function in the nucleon resonance region [87] found that Bloom-Gilman duality (equivalence of the structure function averaged over the resonance region with the deep inelastic scaling function) worked to good accuracy for $Q^2$ down to $\sim 1 \ (\text{GeV}/c)^2$. Phenomenological model studies [88] suggest that duality may work even better in the case of the neutron $F_2^n$ structure function, so that for points with $x$ greater than 0.83, the extracted $F_2^n/F_2^p$ ratio could be interpreted in terms of the quark distribution ratio $d/u$. Furthermore, recent studies of ratios of nuclear cross...
sections at large values of $x$, between 0.6 and 0.8, strongly suggest that duality could be a good approximation for the highest $Q^2$ achievable at JLab [89]. Therefore, we propose to take an additional kinematic point at $x = 0.87$ in the resonance region with $W^2 = 3.0$ GeV$^2$. The kinematical parameters, cross sections, counting rates and times for this point are given in Tables 1 and 2.

The expected scattered electron counting rates have been estimated, under the assumption that $\sigma(\text{He}) \simeq \sigma_d + \sigma_p$ and $\sigma(H) \simeq 2\sigma_d - \sigma_p$, using values for the proton ($F_2^p$) and deuteron ($F_2^d$) structure functions and for the ratio $R$ from the “global” analysis of the SLAC DIS data [36]. The rates assume a 60 msr SBS solid angle for a point target (which is reduced to about 50 msr at large angles using a 40 cm long target), and include, in an approximative way, losses due to radiative effects. It is evident from the listed rates that the proposed experiment will be able to provide very high-statistics data and perform any necessary systematic studies in a very timely fashion. The required beam times for the $x$-scan of the helium and tritium cross sections, listed in Table 2, are 160 and 300 hours, respectively, for a canonical beam current of 24 $\mu$A. Inelastic scattering from the deuteron will be also performed at all these kinematics, which will require 175 hours.

A very important systematic check will be to confirm, at selected kinematics, the expectation that the ratio $R = \sigma_L/\sigma_T$ is the same for $\text{He}$ and $\text{He}$. The high beam energy of CEBAF and the momentum and angular range available by the HRS system can provide measurements of $R$ in the same $x$ range (0.2-0.7) as in the SLAC NPAS E140X experiment [75] by means of a Rosenbluth separation versus $\epsilon = [1 + 2(1 + \nu^2/Q^2) \tan^2(\theta/2)]^{-1}$ (the degree of the longitudinal polarization of the virtual photon mediating the scattering). Our $R$ measurements will be mostly limited by inherent systematics uncertainties rather than, as in the SLAC case, statistical uncertainties, and will be of the same or better precision as compared to the SLAC measurements. The large $\epsilon$ range $\Delta \epsilon > 0.50$ that can be achieved in this experiment (larger than that of SLAC) will be a decisive factor for the accuracy of these measurements. The kinematics for selected $R$ measurements and the required beam times are given in Tables 3 (Appendix III) and 4 (Appendix IV), respectively. Five measurements of $R$ at $x = 0.25$, 0.35, 0.45 and 0.55 and 0.65 with $Q^2 = 1.29$, 1.81, 3.20, 3.91 and 5.79 (GeV/$c^2$) and $W = 2.18$, 2.06, 2.19, 2.02 and 2.00 GeV, respectively, will provide an excellent set of data for checking the universality of $R$ and comparing with the world data. This set of measurements will require 3.3, 4.4, 5.5, 6.6, 7.7 and 8.8 GeV beams (with 3 of them being straight multiples of 2.2 GeV single-pass machine configurations). The required beam time
for the $R$ measurements is 270 hours for the canonical beam current of 24 $\mu$A. Assuming an additional 10% of running with the polarity of the magnets of the spectrometers reversed (“positron running”, to measure contribution to the electron scattering rate from charge symmetric processes in the target), the total beam time for the experiment will be 1,000 hours (42 days). This total time, as is customary, assumes 100% efficiency, not including any overhead or detector/spectrometer checkout time.

6 Projected Experimental Results

The point-to-point uncertainties in the $F_n^2/F_p^2$ determination will result from i) point-to-point uncertainties that do not cancel in the DIS cross section ratio of $^3$H to $^3$He ($\sim \pm 0.5\%$ as in SLAC experiment E140 [85]), ii) the theoretical uncertainty in the calculation of the super-ratio $R$ (negligible at low $x$ and growing up to $\sim \pm 1.0\%$ in the vicinity of $x = 0.8$), and iii) statistical uncertainties in the DIS cross section ratio of $^3$H to $^3$He (less than $\pm 1\%$). The overall normalization of the $F_n^2/F_p^2$ ratio will be fixed by normalizing this experiment’s low-$x$ data for this ratio to the corresponding SLAC data, which at low $x$ are free from theoretical uncertainties. The overall normalization error this way for the $F_n^2/F_p^2$ ratio will be $\pm 0.01$ [36].

The quality of the projected data on the $F_n^2/F_p^2$ and $d/u$ ratios, under the above conditions, is shown in Figures 15 and 16, respectively. The error bars include the point-to-point statistical, experimental systematic and theoretical uncertainties, and the overall normalization uncertainty, all added in quadrature. The shaded areas in Figures 15 and 16 indicate the present uncertainty, due mainly to possible nuclear corrections, in the extraction of $F_n^2/F_p^2$ and $d/u$ from hydrogen and deuterium inelastic data. It is evident that the proposed experiment will be able to unquestionably distinguish between the present competing extractions of the $F_n^2/F_p^2$ and $d/u$ ratios from proton and deuterium deep inelastic measurements, and to determine their values with an unprecedented precision in an almost model-independent way.

It should be noted that the neutron $F_n^2$ structure function at high $x$ will be also measured in another Jefferson Lab 12 GeV experiment by the BoNuS Collaboration in Hall B [90] (the Collaboration has already taken data with the 6 GeV beam in JLab experiment E03-012 [91]). BoNuS relies in the detection of backward spectator protons in coincidence with the scattered electrons from the $e + d \rightarrow e + p_s + X$ inelastic reaction. The cross section
for this process is factorized in terms of the deuteron spectral function $S$ and an effective neutron $F_2$ structure function:

$$\frac{d\sigma}{d^3p} \sim S(y, p^2) F_2^n \left( \frac{x}{y}, p^2, Q^2 \right)_{\text{eff}}, \quad (27)$$

with:

$$y = \frac{M_d - E_s + (p_s)_{z}}{M_d}, \quad p^2 = -\frac{p_t^2}{1-y} - \frac{y}{1-y} \left[ M^2 - M_d^2 (1-y) \right], \quad (28)$$

Figure 15: Projected inelastic data ($W^2 > 4$ GeV$^2$, except for the highest-$x$ point for which $W^2 = 3$ GeV$^2$) for the $F_2^n / F_2^p$ structure function ratio from the proposed $^3$H/$^3$He JLab experiment with a 11 GeV electron beam. The error bars include point-to-point statistical, experimental and theoretical uncertainties, and an overall normalization uncertainty added in quadrature. The shaded band indicates the present uncertainty due mainly to possible binding effects in the deuteron.
Figure 16: Projected inelastic data ($W^2 > 4$ GeV$^2$, except for the highest-$x$ point for which $W^2 = 3$ GeV$^2$) for the $d/u$ quark distribution ratio from the proposed $^3$H/$^3$He JLab experiment with a 11 GeV electron beam. The error bars include point-to-point statistical, experimental and theoretical uncertainties, and an overall normalization uncertainty added in quadrature. The shaded band indicates the present uncertainty due mainly to possible binding effects in the deuteron.

where $p$ and $p_s$ are the struck neutron and spectator proton four-momenta (with subscripts $z$ and $t$ denoting longitudinal and transverse components), $E_s$ is the proton energy and $M_d$ is the deuteron mass. This experimental approach is based on the isolation of the modifications in the structure of the bound nucleon within the impulse approximation, by choosing kinematics to minimize effects from the deuteron wave function and final-state interactions. It relies on the selection of backward low-energy proton kinematics to minimize: i) production
Figure 17: The $^3\text{He}$ isoscalar EMC effect ratio $F_2(^3\text{He})/F_2(d)$ from the DESY Hermes [93] and the JLab E03-103 [94] experiments. The error bars include statistical and point-to-point systematic uncertainties added in quadrature. The $F_2(^3\text{He})/F_2(d)$ and $F_2(^3\text{He})/F_2(d)$ curves are based on parametrizations of SLAC data [16], assuming that the effect scales either with the atomic mass $A$ (solid curve, $^3\text{H}$ and $^3\text{He}$) or the nuclear charge density, $\rho$ (dashed curve: $^3\text{He}$, dot-dashed curve: $^3\text{H}$). The precision of the $^3\text{H}/^3\text{He}$ data expected from this JLab Hall A experiment will be similar to that of the Hall C experiment on $^3\text{He}$.

of low-momentum protons from quark fragmentation, and ii) final-state interactions between the spectator proton and the neutron remnant. In addition, off-shell effects appear to be minimal for $p_s < 100$ MeV/$c$, which is expected to minimize uncertainties arising from the extrapolation of $(F_2^n)_{\text{eff}} \rightarrow (F_2^n)_{\text{free}}$. Extensive theoretical discussions of this method are given in Refs. [69, 92].

The $x$-range of the BoNuS experiment for DIS scattering ($W^2 > 4$ GeV$^2$) is not as wide as for this experiment limited to about $x = 0.77$ by the 40° maximum electron detection angle of the upgraded CLAS system. The expected statistical uncertainties on the $F_2^n/F_2^p$ and $d/u$ ratios are about the same for both $^3\text{He}/^3\text{H}$ and BoNuS experiments, and overall smaller than the systematic uncertainties. Both experiments will normalize their data on the
nucleon $F_2$ structure function ratio to the SLAC data at low $x$, which are free of theoretical uncertainties. Both experiments are unequivocally highly complementary and their results are expected to be pivotal for the determination of the nucleon $F_2^n/F_2^p$ structure function and the $d/u$ quark distribution ratios at large values of $x$.

The second goal of this $A = 3$ DIS experiment is the precise determination of the EMC effect for both $^3$H and $^3$He at the same time, and of the ratio of the two effects. Presently, there exist only $^3$He data, at low $x$ from the DESY Hermes Collaboration [93], and at medium and high $x$ (the latter over the nucleon resonance region) from the JLab Hall C Collaboration (Experiment E03-103) [94]. The existing data (which include statistical and point-to-point systematics uncertainties added in quadrature) on the isoscalar EMC effect ratio for $^3$He are shown in Figure 17, along with two model parametrizations that describe equally well all the SLAC data for different nuclei, applied for the $^3$He and $^3$H cases. The solid curve in the Figure assumes that the EMC effect scales with the atomic mass number, $A$, and describes both $A = 3$ nuclei. The dashed and dot-dashed curves assume that the EMC effect scales with the nuclear charge density, $\rho$, applied to $^3$He and $^3$H, respectively.

This experiment will provide data on the $^3$H EMC effect of similar precision to the Hall C E03-013 data over a similarly wide $x$ range, as well as over wide $Q^2$ and $W^2$ ranges for both DIS and nucleon resonance scatterings. The availability from the same experiment of also similar precision data for the $^3$He EMC effect, will allow for an unprecedented-precision measurement of the $F_2(^3\text{H})/F_2(^3\text{He})$ ratio, where most uncertainties cancel out, providing input for the most stringest test of theoretical calculations for the EMC effect, aiming at a complete, consistent explanation of its dynamical origin.

7 Summary

We propose to perform deep inelastic electron scattering measurements off the $A = 3$ mirror nuclei using the 11 GeV upgraded beam of CEBAF and the Hall A Facility of Jefferson Lab with the SBS system and one of the two HRS systems. The experiment will require a room-temperature, moderate-pressure tritium/helium/deuterium gas target system. The required time is 42 days with beams up to mostly 11 GeV energy and 24 $\mu$A current. The measurements will determine in an almost model-independent way the fundamental $F_2^n/F_2^p$ structure function and $d/u$ quark distribution ratios at high Bjorken $x$, and distinguish between predictions based on perturbative QCD and nonperturbative models. The precision
of these measurements will provide crucial input for the improvement of parton distribution parametrizations at high $x$, which are needed for the interpretation of high energy hadron collider data. The expected data will also test the validity of competing calculations of the nuclear EMC effect for the $A = 3$ systems and provide crucial constraints on theoretical models for the explanation of its dynamical origin.
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APPENDIX I
DIS Kinematics for the $F_2^n/F_2^p$ and $d/u$ Extraction

<table>
<thead>
<tr>
<th>$x$</th>
<th>$W^2$ (GeV)</th>
<th>$Q^2$ [(GeV/c)$^2$]</th>
<th>$E$ (GeV)</th>
<th>$E'$ (GeV)</th>
<th>$\theta$ (deg)</th>
<th>$\pi/e$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.87</td>
<td>3.00</td>
<td>14.2</td>
<td>11.0</td>
<td>2.30</td>
<td>44.0</td>
<td>6</td>
</tr>
<tr>
<td>0.83</td>
<td>4.00</td>
<td>15.2</td>
<td>11.0</td>
<td>1.22</td>
<td>64.2</td>
<td>265</td>
</tr>
<tr>
<td>0.79</td>
<td>4.50</td>
<td>13.6</td>
<td>11.0</td>
<td>1.82</td>
<td>48.6</td>
<td>25</td>
</tr>
<tr>
<td>0.75</td>
<td>5.00</td>
<td>12.4</td>
<td>11.0</td>
<td>2.22</td>
<td>41.6</td>
<td>8</td>
</tr>
<tr>
<td>0.71</td>
<td>5.51</td>
<td>11.3</td>
<td>11.0</td>
<td>2.50</td>
<td>37.4</td>
<td>5</td>
</tr>
<tr>
<td>0.67</td>
<td>6.02</td>
<td>10.4</td>
<td>11.0</td>
<td>2.70</td>
<td>34.5</td>
<td>3</td>
</tr>
<tr>
<td>0.63</td>
<td>6.64</td>
<td>9.81</td>
<td>11.0</td>
<td>2.70</td>
<td>33.4</td>
<td>4</td>
</tr>
<tr>
<td>0.59</td>
<td>7.27</td>
<td>9.19</td>
<td>11.0</td>
<td>2.70</td>
<td>32.3</td>
<td>4</td>
</tr>
<tr>
<td>0.55</td>
<td>7.89</td>
<td>8.57</td>
<td>11.0</td>
<td>2.70</td>
<td>31.2</td>
<td>5</td>
</tr>
<tr>
<td>0.51</td>
<td>8.51</td>
<td>7.94</td>
<td>11.0</td>
<td>2.70</td>
<td>30.0</td>
<td>6</td>
</tr>
<tr>
<td>0.47</td>
<td>9.14</td>
<td>7.32</td>
<td>11.0</td>
<td>2.70</td>
<td>28.7</td>
<td>6</td>
</tr>
<tr>
<td>0.43</td>
<td>9.76</td>
<td>6.70</td>
<td>11.0</td>
<td>2.70</td>
<td>27.5</td>
<td>7</td>
</tr>
<tr>
<td>0.39</td>
<td>10.4</td>
<td>6.07</td>
<td>11.0</td>
<td>2.70</td>
<td>26.1</td>
<td>9</td>
</tr>
<tr>
<td>0.35</td>
<td>11.0</td>
<td>5.45</td>
<td>11.0</td>
<td>2.70</td>
<td>24.7</td>
<td>11</td>
</tr>
<tr>
<td>0.31</td>
<td>11.6</td>
<td>4.83</td>
<td>11.0</td>
<td>2.70</td>
<td>23.3</td>
<td>13</td>
</tr>
<tr>
<td>0.27</td>
<td>12.2</td>
<td>4.21</td>
<td>11.0</td>
<td>2.70</td>
<td>21.7</td>
<td>17</td>
</tr>
<tr>
<td>0.23</td>
<td>12.9</td>
<td>3.58</td>
<td>11.0</td>
<td>2.70</td>
<td>20.0</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1: The kinematics for the proposed $^3$He, $^3$H and deuterium inelastic cross section measurements for the extraction of the $F_2^n/F_2^p$ and $d/u$ ratios as a function of the Bjorken $x$. The beam energy, $E$, is fixed at 11.0 GeV. Here, $W^2$ is the squared invariant mass of the final hadronic state, $Q^2$ is minus the four-momentum transfer squared, $E'$ is the scattered electron energy, $\theta$ is the scattered electron angle and $\pi/e$ is the expected pion to electron counting ratio.
APPENDIX II
Cross Sections and Counting Rates for the $F_n^2/F_p^2$ and d/u Extraction

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\sigma(^3\text{He})$ (nb/str-GeV)</th>
<th>$\sigma(^3\text{H})$ (nb/str-GeV)</th>
<th>$CR(^3\text{He})$ (e/h)</th>
<th>$CR(^3\text{H})$ (e/h)</th>
<th>$CR(\text{D})$ (e/h)</th>
<th>$t(^3\text{He})$ (h)</th>
<th>$t(^3\text{H})$ (h)</th>
<th>$t(\text{D})$ (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.87</td>
<td>0.0071</td>
<td>0.0062</td>
<td>767</td>
<td>414</td>
<td>722</td>
<td>33</td>
<td>60</td>
<td>35</td>
</tr>
<tr>
<td>0.83</td>
<td>0.0050</td>
<td>0.0042</td>
<td>297</td>
<td>153</td>
<td>274</td>
<td>85</td>
<td>163</td>
<td>92</td>
</tr>
<tr>
<td>0.79</td>
<td>0.0180</td>
<td>0.0142</td>
<td>1670</td>
<td>823</td>
<td>1505</td>
<td>18</td>
<td>37</td>
<td>20</td>
</tr>
<tr>
<td>0.75</td>
<td>0.0449</td>
<td>0.0348</td>
<td>5240</td>
<td>2530</td>
<td>4685</td>
<td>7</td>
<td>14</td>
<td>8</td>
</tr>
<tr>
<td>0.71</td>
<td>0.0933</td>
<td>0.0715</td>
<td>12600</td>
<td>6020</td>
<td>11200</td>
<td>3</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>0.67</td>
<td>0.174</td>
<td>0.133</td>
<td>26000</td>
<td>12500</td>
<td>23200</td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>0.63</td>
<td>0.266</td>
<td>0.205</td>
<td>41500</td>
<td>20000</td>
<td>37100</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>0.59</td>
<td>0.398</td>
<td>0.310</td>
<td>68500</td>
<td>33400</td>
<td>61500</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>0.55</td>
<td>0.583</td>
<td>0.461</td>
<td>99200</td>
<td>49000</td>
<td>89600</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>0.51</td>
<td>0.842</td>
<td>0.675</td>
<td>150000</td>
<td>75100</td>
<td>136000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.47</td>
<td>1.20</td>
<td>0.978</td>
<td>224000</td>
<td>114000</td>
<td>205000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.43</td>
<td>1.70</td>
<td>1.41</td>
<td>334000</td>
<td>172000</td>
<td>308000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.39</td>
<td>2.40</td>
<td>2.02</td>
<td>495000</td>
<td>260000</td>
<td>460000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>3.38</td>
<td>2.89</td>
<td>737000</td>
<td>394000</td>
<td>689000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.31</td>
<td>4.80</td>
<td>4.18</td>
<td>1110000</td>
<td>601000</td>
<td>1040000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.27</td>
<td>6.89</td>
<td>6.11</td>
<td>1690000</td>
<td>933000</td>
<td>1600000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.23</td>
<td>10.1</td>
<td>9.14</td>
<td>2640000</td>
<td>1490000</td>
<td>2530000</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2: Electron DIS cross sections, counting rates ($CR$) and beam times ($t$) for the different Bjorken $x$ kinematics of the proposed $^3\text{He}$, $^3\text{H}$ and deuterium ($\text{D}$) inelastic cross section measurements for the extraction of the $F_n^2/F_p^2$ and d/u ratios using the SBS system. The counting rates assume 40 cm, room temperature $^3\text{He}$ (20 atm), $^3\text{H}$ (6.25 atm) and deuterium (20 atm) gas targets, a beam current of 24 $\mu$A and a spectrometer solid angle of 60 msr for a point target.
APPENDIX III

DIS Kinematics for the $R = \frac{\sigma_L}{\sigma_T}$ Measurements

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\epsilon$</th>
<th>$W$</th>
<th>$Q^2$</th>
<th>$E$</th>
<th>$E'$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.85</td>
<td>2.18</td>
<td>1.29</td>
<td>6.6</td>
<td>3.85</td>
<td>12.9</td>
</tr>
<tr>
<td>0.25</td>
<td>0.77</td>
<td>2.18</td>
<td>1.29</td>
<td>5.5</td>
<td>2.75</td>
<td>16.8</td>
</tr>
<tr>
<td>0.25</td>
<td>0.61</td>
<td>2.18</td>
<td>1.29</td>
<td>4.4</td>
<td>1.65</td>
<td>24.3</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>2.18</td>
<td>1.29</td>
<td>3.3</td>
<td>0.55</td>
<td>49.9</td>
</tr>
<tr>
<td>0.35</td>
<td>0.84</td>
<td>2.06</td>
<td>1.81</td>
<td>6.6</td>
<td>3.84</td>
<td>15.4</td>
</tr>
<tr>
<td>0.35</td>
<td>0.76</td>
<td>2.06</td>
<td>1.81</td>
<td>5.5</td>
<td>2.74</td>
<td>20.0</td>
</tr>
<tr>
<td>0.35</td>
<td>0.59</td>
<td>2.06</td>
<td>1.81</td>
<td>4.4</td>
<td>1.64</td>
<td>29.0</td>
</tr>
<tr>
<td>0.35</td>
<td>0.22</td>
<td>2.06</td>
<td>1.81</td>
<td>3.3</td>
<td>0.54</td>
<td>60.4</td>
</tr>
<tr>
<td>0.45</td>
<td>0.77</td>
<td>2.19</td>
<td>3.20</td>
<td>7.7</td>
<td>3.91</td>
<td>18.8</td>
</tr>
<tr>
<td>0.45</td>
<td>0.67</td>
<td>2.19</td>
<td>3.20</td>
<td>6.6</td>
<td>2.81</td>
<td>24.0</td>
</tr>
<tr>
<td>0.45</td>
<td>0.49</td>
<td>2.19</td>
<td>3.20</td>
<td>5.5</td>
<td>1.71</td>
<td>34.0</td>
</tr>
<tr>
<td>0.45</td>
<td>0.17</td>
<td>2.19</td>
<td>3.20</td>
<td>4.4</td>
<td>0.61</td>
<td>66.5</td>
</tr>
<tr>
<td>0.55</td>
<td>0.76</td>
<td>2.02</td>
<td>3.91</td>
<td>7.7</td>
<td>3.91</td>
<td>20.8</td>
</tr>
<tr>
<td>0.55</td>
<td>0.66</td>
<td>2.02</td>
<td>3.91</td>
<td>6.6</td>
<td>2.81</td>
<td>26.5</td>
</tr>
<tr>
<td>0.55</td>
<td>0.48</td>
<td>2.02</td>
<td>3.91</td>
<td>5.5</td>
<td>1.71</td>
<td>37.6</td>
</tr>
<tr>
<td>0.55</td>
<td>0.16</td>
<td>2.02</td>
<td>3.91</td>
<td>4.4</td>
<td>0.61</td>
<td>74.2</td>
</tr>
<tr>
<td>0.65</td>
<td>0.71</td>
<td>2.00</td>
<td>5.79</td>
<td>8.8</td>
<td>4.05</td>
<td>23.3</td>
</tr>
<tr>
<td>0.65</td>
<td>0.60</td>
<td>2.00</td>
<td>5.79</td>
<td>7.7</td>
<td>2.95</td>
<td>29.2</td>
</tr>
<tr>
<td>0.65</td>
<td>0.43</td>
<td>2.00</td>
<td>5.79</td>
<td>6.6</td>
<td>1.85</td>
<td>40.3</td>
</tr>
<tr>
<td>0.65</td>
<td>0.16</td>
<td>2.00</td>
<td>5.79</td>
<td>5.5</td>
<td>0.75</td>
<td>72.7</td>
</tr>
</tbody>
</table>

Table 3: The kinematics for the proposed measurements of the $R = \frac{\sigma_L}{\sigma_T}$ ratio for $^3\text{He}$ and $^3\text{H}$. Here, $x$ is the Bjorken scaling variable, $\epsilon$ is the degree of the longitudinal polarization of the virtual photon, $W$ is the invariant mass of the final hadronic state, $Q^2$ is minus the four-momentum transfer squared, $E$ and $E'$ are the incident and scattered electron energies and $\theta$ is the scattered electron angle.
APPENDIX IV

Rates and Times for the $R = \frac{\sigma_L}{\sigma_T}$ Measurements

<table>
<thead>
<tr>
<th>$x$</th>
<th>$\epsilon$</th>
<th>$^3\text{He Rate}$ (e/h)</th>
<th>$^3\text{H Rate}$ (e/h)</th>
<th>$^3\text{He Time}$ (h)</th>
<th>$^3\text{H Time}$ (h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.25</td>
<td>0.85</td>
<td>6790000</td>
<td>3830000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.77</td>
<td>2510000</td>
<td>1420000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.61</td>
<td>726000</td>
<td>409000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.25</td>
<td>0.25</td>
<td>71600</td>
<td>40400</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>0.84</td>
<td>2370000</td>
<td>1290000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>0.76</td>
<td>981000</td>
<td>534000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>0.59</td>
<td>283000</td>
<td>154000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.35</td>
<td>0.22</td>
<td>27600</td>
<td>15000</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0.45</td>
<td>0.77</td>
<td>411000</td>
<td>213000</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.45</td>
<td>0.67</td>
<td>180000</td>
<td>93400</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.45</td>
<td>0.49</td>
<td>57000</td>
<td>29500</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>0.45</td>
<td>0.17</td>
<td>6640</td>
<td>3440</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>0.55</td>
<td>0.76</td>
<td>166000</td>
<td>83400</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.55</td>
<td>0.66</td>
<td>72700</td>
<td>36600</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>0.55</td>
<td>0.48</td>
<td>23000</td>
<td>11600</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>0.55</td>
<td>0.16</td>
<td>2650</td>
<td>1330</td>
<td>15</td>
<td>30</td>
</tr>
<tr>
<td>0.65</td>
<td>0.71</td>
<td>35900</td>
<td>17400</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>0.65</td>
<td>0.60</td>
<td>16700</td>
<td>8080</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>0.65</td>
<td>0.43</td>
<td>5820</td>
<td>2820</td>
<td>7</td>
<td>14</td>
</tr>
<tr>
<td>0.65</td>
<td>0.16</td>
<td>898</td>
<td>435</td>
<td>45</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 4: Counting rates and beam times for the $^3\text{He}$ and $^3\text{H}$ measurements of the $R = \frac{\sigma_L}{\sigma_T}$ ratio with the HRS system. Here, $x$ is the Bjorken scaling variable and $\epsilon$ is the degree of the longitudinal polarization of the virtual photon. The counting rates assume moderate-pressure, room-temperature gas $^3\text{He}$ (20 atm) and $^3\text{H}$ (6.25 atm) targets, and a beam current of 24 $\mu$A.