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Dark matter
We know there is dark matter

...but what is it? 

LHC and direct detection results challenge connection 
of dark matter to “weak-scale naturalness”

Beyond the Standard Model

4
4Tuesday, 4 June, 13

PAMELA, Fermi, AMS-02
• Measurement 

of the e+/(e+ + 
e-) ratio 
(“positron 
fraction”) as a 
function of 
energy.

• Data below 10 
GeV affected 
by “solar 
modulation” 
effect; above 10 
GeV, sharp rise 
is observed.
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Hidden photon constraints
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Unified DM

PAMELA, Fermi, AMS-02
• Measurement 

of the e+/(e+ + 
e-) ratio 
(“positron 
fraction”) as a 
function of 
energy.

• Data below 10 
GeV affected 
by “solar 
modulation” 
effect; above 10 
GeV, sharp rise 
is observed.

Can also explain muon g-2 anomaly

HPS June 4, 2013

Dark Sector Gauge Boson 
• Dark matter ⊂ dark sector, few portals to SM 

physics.
• Lots of theoretical motivation for an additional U(1)’ 

symmetry ⊂ dark sector ⇒ new vector boson A’  

• A’ will mix with SM photon through kinetic mixing.
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Fixed Target searches
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Fixed Target searches
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Beam dump search limitations
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Heavy Photon Search kinematics
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Heavy Photon Search backgrounds
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HPS detector
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HPS split design

HPS, June 4, 2013

Split Design
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• Both the Silicon Vertex Tracker (SVT) and the Ecal are split vertically, to avoid the 
“sheet of flame”.

• The first layer of the SVT comes within 0.5 mm of the beam to allow acceptance at 
15 mrad, so precision movers, working in vacuum, are needed to position it 
accurately w.r.t. the beam

• The beam passes between the upper and lower halves of the Ecal through the Ecal 
vacuum chamber, which accommodates the photons radiated at the target, the 
multiple scattered electron beam, and the “sheet of flame”.
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SVT design

HPS, June 4, 2013

Silicon Vertex Tracker
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• Si microstrip sensors readout by CMS APV25’s 
   40 MHz readout
   σx ≈ 6 µm;  σt ≈ 2-3 ns

• Tracker has 6 (5 for test run) layers, each axial + stereo
   Measures track momentum and trajectory 
   Placed inside Hall B pair spectrometer magnet   
   Resides in vacuum to minimize beam backgrounds 
   Split top and bottom to avoid  beam and “wall of flame”
   
   
     

F.-X. Girod
JLab Hall-B

HPS update Hall-A collaboration meeting 12/ 20



ECal design

HPS, June 4, 2013

Electromagnetic Calorimeter
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• Ecal consists of top and bottom modules, each arranged in 5 layers , with 442 lead-
tungstate (PbWO4) crystals in all. 

• Crystals  are readout with APDs and preamplifier boards
• Data is recorded in 250 MHz JLAB FADC

• Thermal enclosure holds temperature constant to ∼1o F to stabilize gains
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DAQ design

HPS, June 4, 2013

High Rate DAQ
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• SVT DAQ uses SLAC ATCA-based architecture
  *  Sensor hybrids pipeline data at 40 MHz and send trigger-selected data to
     COB for digitization, thresholds, and formatting. COB transfers formatted
     data to JLAB DAQ. 

  *  Record data up to 16kHz in pipeline mode.
     Will push this up to 50 kHz with upgrades.
.
  *  One ATCA crate with 2 COBs handled the full
      HPS Test Run SVT (20 modules, ~10k channels).

• Ecal DAQ and Trigger
  *  Data recorded in 250 MHz JLAB FADC. 
     PH and time transferred every 8ns to 
     Trigger Processors.

  *  Trigger sent to SVT DAQ and FADC 
     for data transfer.

  *  Ecal FADC and DAQ can trigger and 
     record data up to 50 kHz. 

Cluster on Board (COB)

Ecal DAQ/Trigger
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HPS location

F.-X. Girod
JLab Hall-B

HPS update Hall-A collaboration meeting 15/ 20



Beam optics
!

,
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Beam optics
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HPS test run configuration
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Parasitic Run – Photon beam 

HPS 

Tagger magnet 

HDIce target 
CLAS detector 

photons 

e- 

E=5.5 GeV  

View from side 

≈8m ≈14.6m 

gold 
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HPS test run vs MC
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Tracking Performance 

Relatively good data/MC agreement 
•  Bad/dead channels applied to simulation 

(condition per run) 
•  Magnet field map used in extrapolations 

(but not in tracking) 
=> track-based alignment is limiting us now 
in most studies: plenty of room to help 
 
Electron run performance fundamentals 
•  Momentum & mass resolution hard to 

extract (endpoints?): good agreement in 
key distributions 

•  Crude tracking efficiency estimate gives 
lower limit of 95% (ongoing work) 

•  Working on translating vertex resolution 
in test run to electron run (extrapolation 
suggest good agreement with simulation) 

•  Mis-alignments gets exacerbated with 
lever arm; need to quantify size of effect 

 

See Matt’s talk 

σMC=0.9mm 
σData=1.3mm 

σMC=38mm 
σData=74mm 

Worse agreement in z. Alignment effect? 
Possible to toy model these effects? 
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ECal Performance 

Found 385 (87%) ECal channels useful offline 
•  39 were disabled or not readout during the run (no FADC channel, had 

no APD HV bias, masked out due to noise); 18 found offline 
•  Trigger (RO) threshold was ~270MeV (~73MeV readout) 
 
Gain calibration using E/p from SVT track matching 
•  Central part or crystals with (very) low gain hard to calibrate (no hits) 
•  No sampling fraction correction yet 
 
Crude back-of-envelope resolution estimate (width of E/p) 
•  σ/E~20% (10%) for data (MC)  
•  Discrepancy from un-calibrated crystals: changes across regions 
 
Relatively poor data/MC agreement (rate in “good region” ok) 

Crystal gain after calibration 

Good region 
E>0.6GeV 

See Sho’s talk 

σdata~200MeV 
σMC~100MeV 

Crystal column 
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E/p after gain calibration 
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Dedicated Run – Photon beam 

Beam characteristics: 
•  Ebeam=5GeV, 30-90nA 
•  Beam envelope <1mm 

Two categories of events 
•  Pair production from HARP converter 
•  Upstream background (junk from 

collimators?)  
 
93% of triggers are single cluster events 
•  ECal at θy>17mrad;tracker fully opened 

θy>21mrad; (16mm@L1) 

10-4 Χ0  
Au radiator 
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e+ 
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γ 
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HPS test run
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HPS reach
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