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s Abstract

The parity-violating asymmetries between a longitudirglblarized electron beam and a unpolarized deuterium tar-
get have been measured recently. The measurement cover@oitws in the deep inelastic scattering region and five
kinematic points in the nucleon resonance region. We peohéate details of the experimental setup, the data analysis,
results on all asymmetry measurement including parityatieg electron asymmetries and those of inclusive pion pro
duction and beam-normal asymmetries. The deep inelastiorastries were used to extract the electron-quark weak
effective couplings, and the resonance asymmetries pedilte first evidence for quark-hadron duality in electrdwea
observables. These electron asymmetries and their ietatjun were published earlier, but are presented here ir mo
detail.
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1. Physics Mativation

Parity symmetry implies that the physics laws behind a systemain the same when the system undergoes a
space-reversal (parity) transformation. A simplified i@nsof such transformation, in which only one dimension is
reversed, mimics a mirror reflection, and thus parity symmynist often called mirror symmetry. Among all known
interactions of nature, electromagnetic, strong, andigtianal forces respect parity symmetry, but the weakédorc
does not, as first postulated by Lee and Yzﬂlg [1], and verifipeér@mentally in nucleaB-decay by Wu|I|2], in 1957.
The fact that elementary particles violate parity symmigtiglies that the charges that determine their weak-intemac
strength are different from, for example, the electric gedor the electromagnetic interaction, the color chargéfe
strong nuclear force, and the mass for gravity.

The standard scheme to describe how particles violateypsyinmetry is to use their chirality, approximated
by the experimentally-accessible helicity in the ultréatigisitic limit. A particle is defined to be in the right(itg-
handed helicity state, when it is spinning in the same (oipgodirection as its linear momentum. Since a parity
transformation changes a right-handed particle to lefidleal, and vice versa, parity violation implies that the weak
charge must depend on the particle’s chiral state.

In the decade that followed the first observation of pariglation, many theories were proposed to explain this
phenomenon. Among them is the Glashow-Weinberg-Salam (GWA&ry BDJ,DB] of electroweak unification. In
this theory, the charged-weak force behifidecays only act on left-handed spin-1/2 elementary pesti@lementary
fermions) and right-handed anti-fermions, thus violatatpdo the maximal degree. The theory also predicted the
existence of a new, neutral weak force carried by an eletlyineutral boson, th&®. Unlike theWW* bosons that
carry the charged-weak force, t# does interact with both chiral states of all fermions and-fammiions. For
neutral weak interactions, the difference in the fermiovésk-interaction strengths between its left- and righteeal
chiral states is described by the weak axial chargewhile the average of the two is called the weak vector charge
gv. Inthe GWS theoryyg4 equals the particle’s weak isosgi: g4 = T3 = 1/2 for up, charm and top quarks and
—1/2 for down, strange and bottom quarks and electrons;ganid related to the particle’®s and electric charg:
gv = T3—2Q sin? Oy, with y the weak mixing angle, a parameter that describes how th@teagnetic interaction
is unified with the weak force. Antiparticles have oppositalisospin and electric charge, and thus oppasitand
gv as their particle counterparts. The fact that= +1/2 for elementary fermions implies that they all have a chiyalli
preference in neutral weak interactions.

The Z° was soon observed in the 1970’s in both neutrlﬂtﬂG, 7] andtrele scattering experimen@ B 9]. In
electron scattering, parity violation is observed by aai#hce (an asymmetry) in the scattering cross sectionskatw
left- and right-handed electrons from an unpolarized targe

OR — O],

A = —. 1
o= 22 o
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In the most recent decade, parity-violating electron scaty (PVES) has been used primarily in the elastic scatjeri
region. In elastic kinematic settings, the target nucleumsains as a whole and the internal bonds that bind quarks
together to formthe nucleon (or bind nucleons togethertmfihe nucleus) are not disturbed. Elastic PVES asymmetry
has been used to study the internal structure of the targetdmnot be revealed through electromagnetic interagtion
For example, elastic scattering from the proton and ligldlgithas been used to study whether sea quarks contribute
to the nucleon’s structure, that is, whether the strangdlamdnti-strange quarks are distributed differently atfteir
creation. Such nucleon stange form factor experiments haga carried out at many different facilities worldwide,
such as the SAMPLE experimeht[10] 11} 12,13, 14] at MIT Bates A4 experiment at MAMI/MainZ [15, 16, 17],
the HAPPEX experiments [18,119,/20] 21] 2], 23] in JLab HalbAd theG0 experiment([24l, 25, 26] in JLab Hall

C. In the recent PREX experime 28], elastic scattefiom 2°2Pb has confirmed a difference in the spatial
distributions between protons and neutrons inside thigyneacleus.

However, of particular value to testing the Standard Mosgl¢he so-called deep inelastic scattering (DIS), where
electrons scatter directly from quasi-free quarks and #gr@ypviolating deep inelastic scattering (PVDIS) asyntiyme
is determined by the effective electron-quark coupliags and Cy,, weighted by kinematic factors and the well-
determined DIS structure functions. In the Standard Mogs tevel, theC',,, Cs, couplings are the product of the
electron and quark weak charges;, = 2¢5g{. (the effective electron-quark AV coupling), adt, = 2¢{ ¢% (the
effective electron-quark VA coupling).

The first PVES experimerﬂ[ , 9], E122 at the Stanford Lineecederator Center, was performed in the DIS region
and provided the first measurement of the weak mixing asighed;;-. The E122 results were in good agreement with
predictions from the GWS-theory, establishing it as a cmto@e of the now Standard Model of particle physics. The
thirty years that followed witnessed a vast amount of Stedhdldodel-test experiments. Among those that determine
the weak charges of elementary particles, the most precesesunement of the electron weak charges came from
PVES on an electron targéﬂ 30] that provided = 2¢¢% ¢ . The best result on the effective electron-quark AV
couplingsCy,, is from a combinatior [31] of elastic PVES | 20,121 /2224 25 26] and atomic parity violation
experimentJEﬁ@@S}.

On the other hand, determination of g, couplings from PVES is difficult: For elastic scatterings tisymmetry
component sensitive to the quark chiralityl__J(isBpiL_lnlzlis noedily determined by th€'s,, but by the nucleon’s axial form
factorG 4. ExtractingCsy, from G 4 [|1_J||ﬂ ], depends on hadronic models and is subjéatde uncertainties
in the radiative corrections. For DIS, similar to the fadttthe quark-spin-dependent contribution to the unpaariz
cross section is suppressed at forward angles, the quandishdependent’s, contribution to PVDIS asymmetry is
kinematically suppressed because of angular momentureo@i®n. The small value af;, further reduces thé’,,
contribution to the PVDIS asymmetry. Until the experimeggiorted here was carried out, the only direct daté'an
were from SLAC E122.

In addition to DIS and elastic scattering, another kinemagion accessible in electron scattering is the nucleon
resonance region. In this region, bonds between quarkdarise nucleon are excited, but are not fully un-seen (as in
DIS). The nucleon resonance region therefore provideswitian between the quark and gluon degrees of freedom
of DIS to hadron degree of freedom of elastic scatteringlusize measurements in the nucleon resonance region
have demonstrated a remarkable feature called “quarkehatlrality”, first pointed out by Bloom and GilmaE[36],
in which the low-energy (few GeV) cross sections averaged the energy intervals of the resonance structures re-
semble the asymptotically high energies of DIS. Over tha gasade, duality has been verified in the unpolarized
structure functiong’, andF}, at four-momentum-transfer-squar@d values below 1 (GeV)? [@,@Eb@d]u, in
the proton spin asymmetry) down toQ? = 1.6 (GeVic)? [42], in the spin structure functiogy, down toQ? = 1.7-

1.8 (GeVie)? [@,], in the helicity-dependent structure functidiig, 3 /- [@], and for charged pion electroproduc-
tion in semi-inclusive scatterinal46]. It was speculateatduality is a universal feature of the quark-hadron iteoms
that should be exhibited not only in electromagnetic intdoms, but also in charged lepton scattering via the weak
interactions@ﬂ, and perhaps other processes as well.

We report here details on a PVDIS experiment that was caoug@t the Thomas Jefferson National Accelerator
Facility (Jefferson Lab, or JLab) in 2009. During this expent, PVES asymmetries on a deuterium target were
measured at two DIS kinematics and five nucleon resonantiagset The precision of the DIS measurement was
higher than E122, and the kinematics were optimized for tiaetion of theCs, couplings. The DIS asymmetry and
the Cy, couplings were published in Reﬂ48], which improved ovesyious data by a factor of five. Data taken at
resonance settings had larger uncertainties, but nelesthprovided the first PVES data covering the whole nucleon
resonance region. The resonance asymmetry results weishmdin Ref.] which provided the first observation on
quark-hadron duality on parity-violating observablesthis archival paper we first review the formalism for PVDIS,
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the SLAC E122 experiment, then report the new JLab expeti@8-011 including its apparatus, data analysis, and all
systematic uncertainties. In addition to PVES asymmetweseport asymmetry results on inclusive pion production,
pair-production, and beam-normal asymmetries. We prawigepretation of the electron asymmetries in DIS and the
nucleon resonance regions in the end.

1.1. Formalism for Parity-Violation in Electron Inelasti#cattering

For inelastic electron scattering off a nucleon or nucleeget, the parity-violating asymmetry between right- and
left-handed electrons originates from interference betwghoton- andzZ’-exchange between the electron and the
target (Fig[ll). This asymmetry can be writtenlas [50]

e (E)

e (E)
e (E)
e (E’) \\/v/

Figure 1: One-photon-(left) and®-exchange (right) between the electron and the target. fiteeférence between these two processes leads to a
parity-violating asymmetry between left- and right-hath@éectrons.

GrQ?
A = ———a1(2)Y; + az(xz)Y: , 2
pvo= s [ @Yi() + as()Ys () @
whereG'r is the Fermi constanty is the fine structure constant, a@d = —¢? is the negative of the four-momentum

transferred from the electron to the targesquared. For scatterings from a fixed target, when thelrextie target
nucleus can be neglected,

Q* =2FEE'(1 — cos¥) , 3)

wheref is the electron scattering anglé andE’ the incident and the scattered electron’s energy, resgdetiAnother
important variable is the invariant mass of th@ucleon (orZ°-nucleon) system:

W2 =M?+2Mv — Q. 4)
Typically, the regionM < W < 2 GeV is the nucleon resonance region aiid> 2 GeV corresponds to the DIS

region.
The kinematic factor¥’ 5 are defined as

1+ RZ 1+ (1—y)* -y [1_1;%} —xy%
ho= 1+ Ry 72 M ©)
and
r? 1—(1—9)?
%= [ ST ©
Herex is the Bjorken scaling variable
r = Q%/(2Mv) )
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with M the proton mass and= E — E’ the energy transfer from the electron to the target, v/E = (E— E')/FE is

the fractional energy loss of the electrof,= 1 + "3—3, andR?4) is the ratio of the longitudinal to transverse virtual
photon electromagnetic absorption cross sections £° interference cross sections).
To a good approximatioR?Z can be assumed to be equalo, resulting inY; (y) = 1. Thea; 5 terms are

vZ

F
ar(r) = 29,641#, 8
1
Fy7
03(95) = géﬁa 9
1

where the structure functions“ﬂgz, can be interpreted in the quark-parton model (QPM) to kegedlto the parton

distribution functions (PDFy;(z) andg;(x) of the target:

@ = 33 @ ) +a@)], (10)

F2@) = Y Qigila() + @ ()], (11)

) = 2) Qighla(®) - @) (12)

(13)

Here, QQ; denotes the quark’s electric charge and the summation istbeequark flavors = wu,d,s---. Equa-

tions [AI2) show that thes(z) term involves the chirality of the quarly) and therefore is suppressed by the
kinematic factorY; due to angular momentum conservation. It vanishes at tiveaforangled = 0 ory = 0, and
increases witly or y at fixedz.

In most world parameterizations, it is common to fit the diwue functionsF, and R simultaneously to cross-
section data. They are related through

20 F7 0 (1 4 R0D))
2

3

F7o? (14)

,
or equivalently:
T.2F2’Y(’YZ)

F'Y(’YZ)
! 20(1+ RVO2)

(15)
In the QPM the ratiog?(7%) are assumed to be zero (ane: 1). Hence one can construct the » structure functions
from PDFs as
Fj(x) = 20F)(z) =2 QFlai(x) + Gi(w)], (16)
Fj%(x) = 2aF)%(2) =22 Qigi ai(x) + @ ()] . a7

For electron scattering, one defines the product of thereleeind the quark weak couplings as the effective weak
coupling constant§’, »,. In leading order of one-photon and ofé-exchanges between the electron and the target
(Fig.[),

Cru = 2949V Cou = 297,934 » (18)
Cia = 29497, Coa = 29594 (19)
Using the appropriate electric charge and the weak isodmnarks, they are related to the weak mixing arjleas
i ew g L1414,
Ci, = 29547 =2( 2)(2 5 Sin Ow) = 2+3sm Ow (20)
Co = 29%9% :2(—% + 2sin? GW)(%) = —%+2sin29w , (21)
1 1 2 1 2
_ e d __ o “N\(__ 2 a2 - Zn2
Cia = 29597 =2( 2)( 5 + 5 sin Ow) 5 ~ 38in Ow , (22)
Cog = 2¢59% = 2(—% + 25sin® GW)(—%) = % — 2sin? Oy . (23)
(24)
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Figure 2: Feynman diagram for contact interactions, usetheonly to describe beyond-Standard-Model interactions.

In Standard-Model-test experiments, new physics that eamcbessed by PVES asymmetries typically cannot be
described by the one-boson exchange of Hig. 1 and E_ {18290 longer valid. In this case, one writes [89]

Clu = giﬁ/ ) C?u = gs/uA 5 (25)
Cia = 95%, Coa = iy, (26)

and the corresponding Feynman diagrams change froni FigFigt®. TheC,, Cs, couplings therefore provide
information on new contact interactions beyond the Stash&rdel. Note that even thoudH » cannot be factorized
into an electron and a target vertex, their chiral propestgains the same.

The formalism of inelastic PV asymmetries, Hd. (2), can bwptified as follows: Definin@f(x) = qi(z) £ qi(x),
one has in the QPM

w(z) — > CuQigf (z)

R I @0
C2:Qiq; (x

= @)

For an isoscalar target such as the deuteron, neglectiagteffrom heavier quark flavors and assuming the isospin
symmetry thau? = d”, d? = u™ [u, d?™ are the up and down quark PDF in the proton (neutren, s, andc = ¢,
the functionsy; 5(x) simplify to

6[2C1.(1 + Rc) — Cra(1 + Rs)]

= 29
a1(x) 5+ Rs + 4Rc ’ (29)
6 (2C5, — C24) Ry
30
as(x) 5+ Rs +4Rc (30)
where
2(c+0) 2(s+3) u—u+d—d
Re=———*—~ R¢=—————"— d Ry=————. 31
CS utatd+d T uvatdtad MV T urard+d (31)
The asymmetry then becomes
(3G rQ?\ 2C1[1 + Re(x)] — Cra[l + Rs(x)] + Y3(2C3, — Caq) Ry ()
Apy — . (32)
2/ 21 5+ Rg(x) + 4Rc(x)

The factorY; Ry is therefore crucial in accessing thi,.
If one neglects sea quarks complete};, = Rs = 0, Ry = 1, no PDF is involved (i.e. neglecting nucleon

structure) and
6 6
a1 (I) = g (201u — Cld) 5 ag(ZC) = g (202u — OQd) 5 (33)

which lead tol[51]
A B ( 3GrQ?
e 1027

This expression can be used to estimate how the uncertaiiyeiPDFs affects the interpretation of the asymmetry
measurement.

) [(2C1, — C1q) + Y3(2C5, — C24)] - (34)
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1.2. Previous Data on Electron-Quark VA Coupling

The SLAC E122 experime[El 9] was the only PVDIS measurdrbefore the present experiment. During the
E122 experiment, a longitudinally polarized electron besas scattered from 30-cm long unpolarized proton and
deuteron targets ap? values ranging from 1.05 to 1.91 (Ge)4. Four beam energies: 16.2, 17.8, 19.4 and 22.2
GeV were used. Scattered electrons were collected in a rfiagpectrometer at°4by integrating signals from a
gas Cherenkov detector. Data from the two highest beam iesergre published a5 81/Q? = (—9.5 £ 1.6) x
1075 (GeVie)=2. The average value was 0.21 and the avera@é was 1.6 (GeW)?. They-dependence of the
asymmetry was used to determine the valugiot 6y .

Asymmetry results for 11 individual kinematic settings e/@ublished in Ref[[g]. To study the sensitivity of the
E122 results t@,, couplings, we show these kinematics in TdBle 1 including#iees forY; andRy . Calculations of
Ry were based on the MSTW2008 parameteriza@h [52] of thevpatistribution functions. Equatioh (B2) illustrates
that the product’s Ry provides the lever arm to isolate tlig, contribution to the asymmetry. The relatively small
values and coverage df; Ry in E122 were largely due to the small and fixed scatteringeafdl). Hence, the
kinematics used were not ideal for isolating thg, term.

E, (GeV) [ Q2 (GeVI’ | = | y | Ys Rg Ry YsRy
16.2 0.92 0.14] 0.22] 0.19] 0.071 +£0.014 | 0.623+0.014 | 0.12
19.4 1.53 0.28| 0.15 | 0.15| 0.022 4+ 0.005 | 0.859+0.012 | 0.13
19.4 1.52 0.26| 0.16 | 0.16 | 0.027 +0.006 | 0.836+0.012 | 0.13
19.4 1.33 0.16| 0.23| 0.21| 0.068 +0.012 | 0.671+0.014 | 0.14
19.4 1.28 0.14| 0.25| 0.23| 0.082+0.013 | 0.630+0.014 | 0.14
19.4 1.25 0.13] 0.26 | 0.24| 0.090 + 0.013 | 0.608 +0.013 | 0.14
19.4 1.16 0.11] 0.29 | 0.26| 0.107 +0.013 | 0.563+0.013 | 0.15
19.4 1.07 0.09] 0.32] 0.29| 0.127 4+ 0.014 | 0.518+0.012 | 0.15
19.4 0.93 0.07| 0.36 | 0.33] 0.148 4+ 0.017 | 0.471+0.011 | 0.15
22.2 1.96 0.28| 0.17 | 0.17 | 0.027+0.005 | 0.860+0.011 | 0.14
22.2 1.66 0.15| 0.26 | 0.24| 0.081 +0.012 | 0.654+0.014 | 0.16

Table 1: Kinematics for the SLAC E122 experiment. ValuesHgr and Ry are calculated using the MSTW2008[52] leading-order patarnira-
tion. The producl’z Ry, provides the lever arm for isolating tlié, contribution to the asymmetry.

Figure[3 shows previous data @y, — Ca4 vs. 2C1, — C14. The vertical band shows the most recent fil [31]
to C4, data from all elastic PVES and Cs atomic parity violation, [32,[34 ) 35] experiments. The yellow ellipse
represents the constraint from the E122 asymmetries (tissnginematical sensitivity listed in Tallé 1). One can see
that the constraint on thi&’s,, — Cy4 is nearly two orders of magnitude larger thath ,, — C1 4.
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Figure 3: Previous data afiz,. The yellow ellipse represents a simutaneous fit'ig andCz, using only the SLAC E122 asymmetriés [9]. The
magenta vertical band represents the ligst data[31], and the green ellipse the combined fit of the E1gthazetries and the beét;,. The right
panel shows an enlarged view with the vertical and the hota@xis at the same scale.

2. Apparatus

The experiment was performed in experimental Hall A at theras Jefferson National Accelerator Facility
(TINAF, or JLab). The floor plan for Hall A is shown schemdtican Fig. 4. A 105 A longitudinally polarized
electron beam was incident on a 20-cm long liquid deuteriarget, and scattered electrons were detected by the
two High Resolution Spectrometers (HR@[SIB] in inclusiveda. A series of beam diagnostic devices was used to
measure the beam energy, position, and the current. A Lisitynidonitor was located downstream from the target to
monitor target density fluctuation and possible false asgtnies. For DIS measurements the beam energy used was
6 GeV, the highest achievable with the countinuous elediieam accelerator facility (CEBAF) of JLab before its 12
GeV Upgrade.

Left HRS

Compton Raster L
P Moller
LD, Target
_Luminosity |

Polarlmeter
Polarimeter _
7? ' a E 0 H _ Monitor

BCI\/I eP  BP

Right HRS

Figure 4: Schematic floor plan of the 6 GeV PVDIS experimeriatl A at JLab. The electron beam enters from the left andeseat from a liquid
D, target in the middle of the hall. The scattered electron®wetected in the HRS pair in inclusive mode.
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The experimental techniques for measuring small asymesetfiorder 1 part per million (ppm) or less have been
successfully deployed in the HAPPEx experimeht5|[18, 1622022| 28] and the PREX [27] experimentin JLab Hall
A. These two experiments had maintained systematic uricgesassociated with beam helicity reversal attbe®
level. The asymmetries sought for in this experiment wererdér10? ppm with required statistical accuracies at the
(3 — 4)% level, which were two orders-of-magnitude larger than tysiesmatic uncertainty established in the recent
PVES experiments. The main challenge of the experiment welgdle rejection of the large pion electro- and photo-
production (that is only present in inelastic scatteringgkground while identifying electrons at high rates. Witile
standard HRS detector package and data acquisition (DA€ syroutinely provide high particle identification (PID)
performance, they are based on full recording of the dets@oals and are limited to event rates of 4 kHz. This is not
sufficient for the few-hundred kHz rates expected for thes@néexperiment. A new DAQ electronic system was built
to count event rates up to 600 kHz with hardware-based paitientification, see Reﬂ:LB4] for a complete report on
the DAQ design, its PID performance, deadtime effects, hadjtiality of the asymmetry measurement. The standard
DAQ of the HRS will be referred to as the HRS DAQ hereafter.

The apparatus and its effect on the measured asymmetryemented in this section. The polarized electron beam
will be described first (sectidn 2.1), followed by descipts of the beam monitors (sectionl2.2), the beam polarimetry
(sectior Z.B), the target system (secfiod 2.4), and thepeeters and detectors (section 2.5).

2.1. Polarized Electron Beam

The electron beam was produced from a strained superl&tiées/GaAsP photocathode illuminated by circularly
polarized laser IighﬂES]. The laser polarization is coled by a Pockels cell. By reversing the high voltage on the
Pockels cell, the sign of the laser circular polarizatigpsfiand the direction of the electron spin at the target issexe
every 33 mleB]. These 33-ms periods are called “beam helighdows” or simply “windows”. Data collected in
the first 0.5 ms of each window is rejected to allow the Pockellsto settle. During this experiment, the helicity of the
electron beam was controlled by a helicity signal, and fedld a quartet structure of either “RLLR” or “LRRL”, with
each state lasting 33 ms and the first state of each quartetselfrom a pseudorandom seque@ﬂ@l, 22]. The
helicity signal was sent to the data acquisition systenr &g delayed by eight helicity states (two quartets).sThi
delayed helicity sequence controlled the data collectibime helicity signal was line-locked to the 60 Hz line, thus
ensuring a good cancellation of the power-line noise.

To reduce possible systematic errors, a half-wave plate RHWas inserted intermittently into the path of the
polarized laser, which resulted in a reversal of the actealnb helicity while keeping the helicity signal sequence
unchanged. Roughly equal statistics were accumulatedopiplosite HWP states for the measured asymmetry, which
suppressed many systematic effects. The expected sigmftips measured asymmetries between the two beam HWP
configurations were observed.

The direction of the beam polarization could also be cotgdoby a Wien filter and solenoidal lenses near the
injector ]. After accelerating, the beam was directet iHall A, where its intensity, energy and trajectory on
target were inferred from the response of several monigadigvices. The beam monitors and the scattered electron
trigger signals from the DAQ were integrated over the hglisiindow and digitized, from which raw cross-sectional
asymmetriesA™ were formed, see section B.1. To keep spurious beam-incasyadmetries under control at well
below the ppm level, careful attention was given to the desigd configuration of the laser optics leading to the
photocathode. A specialized DAQ system (called the HAPPE@D[IE,,E@S] was used to provide
feedback at the photocathode to minimize these beam asyiam@]. Measurement of the polarization of the beam
will be described in sectidn 2.3 and the polarization resulsection 34.

2.2. Beam Monitoring and Rastering

As a direct input to the asymmetry extraction, the beam sitgrwas measured by two microwave cavity Beam
Current Monitors (BCMs) and an Unser monitor located 25 mtrepsn of the targeiI$3]. In addition, helicity-
correlations in the beam properties such as energy andgosibuld add systematic uncertainties and widen the
uncertainty ofA™Y, thus are a primary concern for parity-violation experitser\t JLab, the beam position is mea-
sured by “stripline” monitoréES], each of which consistsacset of four thin wires placed symmetrically around the
beam pipe. The wires act as antennae that provide a signdiylated by the microwave structure of the electron beam,
that is proportional to the beam position as well as intgn3ilvo such Beam Position Monitors (BPMs) are available
in Hall A, located 7.524 m (BPMA) and 1.286 m (BPMB) upstreainth@ target center. Beam positions measured at
BPMA and BPMB were extrapolated to provide the position dradihcident angle at the target. An additional BPM
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(BPM12x) is available in the arc section of the beamline hefbre it enters the hall to monitor changes in the beam
energy.

The electron beam at JLab has a nominal spot size of 10Q:20Qoot-mean-square or rms value). To avoid over-
heating the target, the beam is routinely defocussed at 20tk rastering system consists of two sets of steering
magnets located 23 m upstream of the target. This fast nagteystem can deliver beam with a uniform elliptical or
rectangular distribution of size between 10® and several mm at the target. A square distribution of apprately
4 x 4 mm? was used for this experiment. The exact correspondencebatBPM signals and the actual beam position
at the target varies with beam energy and must be calibréeatidition, the BPM information is not fast enough to
provide the event-by-eventinformation and the rasteresusrmust be used to calculate real-time beam position on the
target. Establishing the relation between BPM signals arairbpositions, and between raster currents and the beam
positions, is part of the BPM calibration described in sed8.5.1.

2.3. Beam Polarimetry

Three beam polarimetry techniques were available at JL&lotapolarimeter in the injector of the Linac, and a
Mgller and a Compton polarimeter in Hall A. The Mott and thelldemeasurements must be done separately from
production data taking, while Compton measurements areintosive. The Mott polarimetef [59, 60, 161./62] is
located near the injector to the first linac where the elestttave reached 5 MeV in energy. During the beam normal
asymmetryA,, measurement, it was used for setting up the transversddyiped beam and verifying that the beam
polarization was fully in the vertical direction. In the fmling we will describe the principle of only Mgller and
Compton polarimeters. For production runs, since the Maol@imeter measures only the polarization at the injector
and it can differ from the beam polarization in the experitaéhall, its results were not used directly in our analysis.

2.3.1. Mgller Polarimeter

A Mgller polarimeter] measures the beam polarizati@asimeasurement of the asymmetryin ¢ (Mgller)
scattering, which depends on the beam and target polanizaac™ andPlf/?;ﬁer, as well as on the Mgller scattering
analyzing powerA‘!:

Au =Y (AW P - PP (35)
I=X.Y,Z

Here,i = X,Y, Z defines the projections of the polarizations withparallel to the beam an@X Z the Mgller
scattering plane. The analyzing powet$;, depend on the scattering angle in the € center-of-mass (CM) frame,
fcn, and are calculable in QED. The longitudinal analyzing powe

sin2 GCM(’? + COS2 GCM)

Ath — _
Mz (3 + COS2 GCM)Q

. (36)

The absolute value ol , reach a maximum of 7/9 &\ = 90°. At this angle the transverse analyzing powers are
A?\?X = _A%}Y = A?\?Z/7'

The Mgller polarimeter target was a ferromagnetic foil metgred in a magnetic field of 24 mT along its plane.
The target foil can be oriented at various angles in the bat& plane, providing both longitudinal and transverse
polarization measurements. The asymmetry was measure satget angles#20°) and the average taken, which
cancels contributions from transverse components of tlanbspin and thus reduces the uncertainties from target
angle measurements. At a given target angle, two sets ofurezasnts with oppositely signed target polarizations
were made which cancels some systematic effects such agdhmbeam current asymmetries. The Mgller target
polarization was approximately 8%.

The Mgller-scattered electrons were detected in a magspéctrometer consisting of three quadrupoles and a
dipole @]. The spectrometer selects electrons in a rafig®® < oy < 105° and —5° < ¢oom < 5° where
ocwu is the azimuthal angle in the CM frame. The detector corsisfdead-glass calorimeter modules in two arms
to detect the electrons in coincidence. The Mgller measenésmust be performed separately from production runs,
and each measurement takes approximately 4 hours incladitigg up the magnets to direct the electron beam to the
Mgiller target. The statistical uncertainty of the Mglleramarements is negligible, compared to the approximately 2%
systematic error which is dominated by the uncertainty eftil polarization.
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2.3.2. Compton Polarimeter

The Compton polarimet@GS] is based on scattetiitigeopolarized electron beam from a polarized laser
beam in a beam chicane. For this experiment, the beam patiarizwas extracted from the backscattered photon
signals detected in a GsO crystal in the integrated node f&ttered electrons can be detected either in the inelusiv
mode or in coincidence with the backscattered photons,leatren detection was not used in this experiment.

The Compton asymmetiic = (nf — nk)/(nE + nk) was measured, where?, (n) refers to the scattered
photon counting rate for right (left) electron helicity maalized to the beam intensity. This asymmetry is relatetieo t
electron beam polarization via

Ac

Po= S
P, Al

(37)

where P, is the photon polarization and the Compton analyzing power. At typical JLab energies (a @aV),

the Compton cross-section asymmetry is only a few percemtompensate for the small asymmetry, a Fabry-Perot
cavity @] was used to amplify the photon density from a dtad low-power laser such that high statistics can be
obtained within one to a few hours. An average power of 1200 &¥ accumulated inside the cavity with a photon
beam waist of the order of 150m and a photon polarization above 99%, monitored onlinesaéxit of the cavi 7].
When extracting the beam polarization from Compton dateEAKT4-based simulation was performed to reproduce
the measured photon energy distribution and to extractribyaing power. For the present experiment the systematic
uncertainty of Compton measurement was approximately4 &2ative and was dominated by the understanding of
the analyzing power (1.75% relative) and the laser polaard0.8% relative).

2.4. Target System

The Hall A cryogenic target systevE[53] was used for this expent. We used a 20-cm long deuterium target cell
for the main production data-taking. Solid targets wereduUse evaluating backgrounds, studying the spectrometer
optics, and checking beam centering. The target cell antichtaoget ladder sit in an evacuated cylindrical scatggrin
chamber of 104 cm diameter, centered on the pivot for thetigraeters. Also located inside the scattering chamber
were subsystems for cooling, temperature and pressuretoniogi, target motion, gas-handling and controls. The
scattering chamber was maintained undéfa’® Torr vacuum. The exit windows on the scattering chambemnaitb
scattered particles to reach the spectrometers. Thesewingere made of 0.406-mm thick Al foil.

Figure[® shows a schematic diagram of the target laddergeraent used during this experiment. Of the three
cryogenic loops, only loop 1 was used. The liquid deuteriooplwas operated at a temperature of 22 K and a pressure

cryoloop 1(20cm) [ ]
cryoloop 2 (20cm) [ ]

|
cryo loop 3 (25cm) [
L L

carbon multi foil ] 1

Al dummy target 1

carbon with 2mm hole
thin tantalum

thick tantalum

BeO

(upstream) (downstrean
0 z

Figure 5: Schematic diagram of the target ladder arrangeuosau during the experiment. The electron beam is alongdhiedmtal direction (the
z-axis) and is incident from the left on the target. The carbmiiti foils were located at = (—15, —7.5,0, 7.5, 15) cm and the Al dummy foils
were located at = (—10, 10) cm. All other solid targets were locatedzat= 0 cm and were about 1 inch apart in the vertical direction.

of 25 psia, leading to a density of about 0.1676 gicithe diameter of the cell was 2.0 cm. The thickness of itssvall
and the solid targets are summarized in Table 2.
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Target Position along: Purity Thickness

cryo-loop ¥ Entrance window,-10 cm 0.126 +0.011 + 0.003 mm¢

Exit window, +10 cm 0.100 = 0.008 4+ 0.003 mm

Wall, beam left upstream 0.313 £ 0.008 £ 0.003 mm

Wall, beam left middle 0.317 4+ 0.002 + 0.003 mm

Wall, beam left downstream 0.323 + 0.003 + 0.003 mm

Wall, beam right upstream 0.340 + 0.002 + 0.003 mm

Wall, beam right middle 0.336 £ 0.007 £ 0.003 mm

Wall, beam right downstream 0.313 £ 0.008 £ 0.003 mm

Carbon multi foil (-15,-7.5,0,7.5,15)cm | 99.5% | 0.042 & 0.001 g/cn¥ (all foils)
Al Dummy®® -10 cm 0.359 + 0.0003 g/cn?
+10 cm 0.367 + 0.0003 g/cn?
Carbon holé Ocm 99.95% 0.08388 + 0.00012 g/cn?

Tantalum Thin Ocm 99.9% | 0.021487 + 0.000078 g/cn?

Tantalum Thick Ocm 99.9% 0.12237 4 0.000341 g/cn?
BeO 0cm 99.0% 0.149 + 0.001 g/cm?

@ All aluminum used for the cryo-target and the Al Dummy are m&om Al 7075 T-6 plates.
b Both Al Dummy and Carbon Hole targets had a 2-mm hole to catiébihe target motion relative to the beam
position.
¢ The first error bar comes from the standard deviation of pleltneasurements at different positions on the target,
and the second error is from calibration of the instrument.

Table 2: Position, material, and thickness of the targeaesysised in this experiment. The position is defined alondpéaen direction with respect
to the hall center, see Figl 5.

When using a fluid target for electron scattering, the endegposit of the electron beam in the target can cause
local density fluctuations. This will add noise to the measugnt that cannot be improved by increasing statistics Thi
systematic effect, often called “target boiling effectthalugh it is not related to an actual phase change of thettarge
was measured at the beginning of the experiment for diffdream transverse sizes and target cooling conditions, see
sectior 3.B. During production data taking, the transvsize of the beam was controlled such that the boiling effect
did not visibly widen the statistical uncertainty of the aBsyetry measurement.

2.5. Spectrometers, Detectors, and DAQ

The Hall A high resolution spectrometers (HRS) are a paidehtical spectrometers whose magnet system each
consists of one dipole and three focusing quadruples @ @>DQ3 sequence@?)]. The spectrometer and their
standard detector package served to select for and to needmikinematics quantitis=’, 6) while suppressing
backgrounds originating from the target. The spectrorsetare designed to have a reasonable acceptance with
excellent angle and momentum resolutions, high accuratlyemeconstructed kinematic variables of the events and
precise normalization of the cross section.

Figure[® shows a sideview of the HRS and its detector packageach HRS, two layers of scintillators provide
fast timing information of the scattered particles, vetidrift chambers (VDCs) provide tracking information, aad
gas Cherenkov and a double-layered lead-glass detectadpsathe particle identification (PID).

To achieve the high resolution and accuracy in determirtiegetvent position, scattering angle and momentum,
the HRS features an optics focusing system that can be Hedcais a simple matrix operation between the original
interaction point at the targét;,, y+4, 814, ¢14) (in the target coordinate syste@[ 68]) and the positaorsangles
of the particle detected at the focal plafe 6, y, ¢) [@ @], where the focal plane refers to the first of the four
high voltage wire planes of the VDC. This optics matrix vaneth the beam energy and the spectrometer angle and
momentum settings, and must be calibrated every time whesethonditions are changed. The optics calibration
directly affects the determination of tigg?-values of the present experiment and will be described m[E8.

The DAQ ] of this experiment utilized signals from the teantillator planes, the C9Ogas Cherenkov counter
and the double-layered lead glass detector. Both electdrp@on triggers were formed. To better understand the
counting deadtime of the DAQ, two sets of electronics weren for each trigger, which were expected to differ
only in the deadtime. These two sets of triggers will be meféito as the “narrow” and the “wide” paths, with the
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Double-layer
lead-glass detectors

CO2 Gas
Cerenkov ™

\ Scintillator 2
VDCs .
AN
Scintillator 1
Q>
N
S
FE
N

Detector in
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Position Shield Hut

)
55 ft

-1/Crane Height

Electfon begm  Target |

10 ft Beam Line Height (Utility Platform Not Shown) Beam Dump
(HRS Shown in 0° Azimuthal Position)

Figure 6: Bottom: Schematic diagram for the HRS in Hall A ol figure taken from Ref_[53]. Top: Zoom-in view of the déte@ackage in the
HRS.
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narrow path exhibiting less deadtime loss. The electronpamomltriggers were sent to digital scalers where they were
integrated over each helicity window of the electron beaime Standard tracking detector (the VDCs) was turned off
during production data taking because it might not endugeettpected high event rates. During low-rate calibration
runs, the VDCs were turned on to study the efficiencies ofriggering detectors. Detailed results on the efficiencies
of the electron and pion triggers, the background contatioinén each trigger, and the counting loss due to deadtime
were analyzed in detail and reported in Refl [54].

3. Data Analysis

The experiment ran between October 26th and December 2006, Pata were taken first with a 6-GeV beam at
two DIS settings af)? = 1.085 and1.901 (GeV/c)?. These were the main production kinematics and will be reter
to as DIS#1 and DIS#2, respectively. Due to limitations mspectrometer magnets, DIS#1 was taken only on the Left
HRS, while DIS#2 was taken on both Left and Right HRSs. A tofal.02 x 107 beam helicity pairs were selected
to formed the final electron sample f@? = 1.085 (GeVic)?, and2.5 x 107 pairs for theQ? = 1.901 (GeV/c)?
measurement. The statistical precision achieved was 396 at 1.1 (GeVic)? and 4% atQ? = 1.9 (GeVi)?. The
systematic uncertainty achieved was smaller tfan

Data were taken at five additional nucleon resonance ssttmgrovide input for electromagnetic radiative cor-
rections. Two of the resonance settings (RES IV and V) wekertavith the 6 GeV beam on the Left HRS, between
DIS#1 and #2, and three other resonance settings (RES IdIlIBrnwere taken with a 4.8 GeV beam at the end of
the experiment, on either Left or Right HRS. For RES#| whiaswaken on the left HRS only, thi¢; and the dipole
magnets were set at 4.00 GeVbut its Q> and @3 were limited to 3.66 Ge\/due to a power supply malfunction.
Dedicated measurements for the beam transverse asymmaisy €alled normal asymmetry,, — were carried out
at DIS #1 and #2 in which the beam spin was directed fully pedfmilar to the scattering plane. An overview of the
beam energy and spectrometer settings for each kinemidcspserved scattered electron rate and the ratio ife
rates are shown in Tallé 3 in chronological order.

HRS Date Kine# | E, (GeV) | 6o E} (GeV) | R.(kHz) | R:/R.
11/04-12/01/2009 DIS#1 | 6.0674 | 12.9° 3.66 ~ 210 ~ 0.5
12/01-12/02/2009 A, 6.0674 | 12.9° 3.66 ~ 210 ~ 0.5

12/02/2009 RESV | 6.0674 | 14° 3.66 ~ 130 < 0.7

Left 12/03/2009 RESIV | 6.0674 | 15° 3.66 ~ 80 < 0.6
12/04-12/17/2009 DIS#2 | 6.0674 | 20.0° 2.63 ~ 18 ~ 3.3
12/17-12/19/2009 RES| 4.8674 | 12.9° 4.0 ~300 | <0.25
12/19-12/22/2009 RESII | 4.8674 | 12.9° 3.55 ~ 600 | <0.25
11/04-12/01/2009 DIS#2 | 6.0674 | 20.0° 2.63 ~ 18 ~ 3.3

Right 12/01-12/02/2009 A, 6.0674 | 20.0° 2.63 ~ 18 ~ 3.3
12/02-12/17/2009 DIS#2 | 6.0674 | 20.0° 2.63 ~ 18 ~ 3.3
12/17-12/22/2009 RES Il | 4.8674 | 12.9° 3.1 ~ 400 <04

Table 3: Overview of kinematics settings of this experimamd the observed scattered electron fateand the charged pion to electron rate ratio
Ry /Re. The kinematics include the beam enerfy, and the spectrometer central andlgand central momentun). Measurement of the
transverse asymmetnyt,, was performed at the production DIS settings on DecemberHoR RES#| which was taken on the left HRS only, the
@1 and the dipole magnets were set at 4.00 Gebit itsQ2 andQ3 were limited to 3.66 Ge\V/due to a power supply malfunction. The electron
rate R. was obtained directly from the DAQ, while the pion rate was thte recorded by the DAQ corrected for trigger efficieneird signal
contaminations.

In this section the procedure for the data analysis will kecdbed. The extraction of the raw asymmetrigs™

from the DAQ count rates will be described first, followed Bam charge (intensity) normalization and its effect on
the measured asymmetry. Then, corrections due to fluchsitithe beam position, angle and energy (se€fian 3.2) are
applied to extract the beam-corrected raw asymmethés>™. Results on the target boiling effect are presented next
(sectior 3.B). Results on beam polarization are presentseldtiori 3.4 which constitute a major normalization to the
asymmetry, leading to the preliminary physics asymmﬁﬁsgf. Calibrations of the beam position and HRS optics are
crucial for evaluation of the event kinematics (secfior),3aBd a full scale simulation of the HRS transport functions
was carried out to confirm our understanding of the kinersatisulting from these calibrations (section] 3.6). Next,
corrections to the preliminary physics asymmetries duatmus backgrounds will be presented in detail (se¢tioh 3.7
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Radiative corrections due to energy losses of the incidedithe scattered electrons will be presented (seEfidn 3.8),
followed by corrections due to the higher-order box diagrams (sectidn 3.9). After all corrections are aahlihe
preliminary physics asymmetries become the final physigsiasetry results presented in section|4.1.

3.1. Forming Raw Asymmetries

The scattered electrons and pions were counted by the DA®@afthn 33 ms helicity window. The response of
each beam monitor, including BCM and all BPMs, were digdized integrated over the same helicity windows and
recorded. For each window pajrthe pair-wise raw electron cross-section asymmaéiy’ in each HRS was computed

from the the DAQ countsj(_) normalized to the integrated beam intensiﬁ_) in the positive (negative) helicity
window:

C

: - :
A = [T (38)
T

S
|

~

]

If the noise from beam fluctuation and target boiling effeateégligible, the uncertainty is given by the purely statit

value:
gare = L (39)
7,stat C:r + C; .

If a total of n window pairs have been collected, the average raw asymmé&ttywas formed by

2oy AP/ (0AT)°

Araw — <A§aw> = = ' 1,stat 7 (40)
21 1/ (6ATR)?
and its statistical uncertainty is
: 1 sAT
SAZY, = N (41)

N+t+N- " n

whereN+ =" | c} refer to the total electron counts from thevindow pairs and the approximation is valid if the
beam current remains constant between its two helicitgstat

When forming raw asymmetries, loose requirements were segon the beam quality: periods with low beam
current or with the energy measured in BPM12x differing byrenthan10s from its nominal value were rejected,
removing about 10% of the total data sample. No beam-hgli@pendent cuts were applied. The uncertainty in
A" might be enlarged by helicity-dependent fluctuations inkiham intensity, position, angle, energy, and target
boiling, causing a non-statistical contribution to the sw@ament. Therefore, an important criterium for a succéssf
asymmetry measurement is to control non-statistical noisenegligible level, which ensures that the main source of
the uncertainty is the well-understood statistical flutitrg and minimizes the run time.

3.2. Beam Intensity Normalization, Beam Corrections, aheiiTSystematic Fluctuations

For all PVES experiments at JLab, the polarized beam andatigett were designed such that the fluctuations
in the helicity difference in the signal between a pair ofssive windows were dominated by scattered electron
counting statistics. An example of possible non-statistontributions is a window-to-window relative beam irgiy
asymmetryA; = (I —I7)/(I" + I~) with an uncertainty(A;). During the PVDIS experimentd; for a 30 ms
beam window at a 10QA current was measured to be beldw 1075, with §A; betweer2 x 10~* and2 x 1073
depending on the quality of the laser and the beam tune. AMad2-counting rate the counting statistics for each
66-ms beam helicity pair i&(A}*) = 0.00387 [Eq. (39)]. The actual value was larger because the rateavae than
1 MHz (Table€3). Therefore, the smadllA;) of the polarized beam at JLab guarantéed;) < SAL ., [see Eq.[(3D)]
for this experiment. Thanks to the feedback control to tkedat the polarized source, the cumulative averagd for
throughout the experiment was below 0.1 ppm.
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Beam properties other than the intensity do not enter thectdasymmetry evaluation, but they might affect the
asymmetry measurement. To study how such beam propefféesthie measured asymmetry, we first re-write Ed]. (38)

as
ct —c™ It —1I" 1
AP~ — =AY — | ——— ) AL, 42
' <c++c_)i <I“‘+I‘) ne (I++I_>i (42)

%

where A% is the raw count asymmetry ansll; = (I'™ — I7);. This approximation is valid fod; < 1 which was
true as stated in the previous section. Similarly, the rammasetry might be affected by fluctuations in beam energy,
position and angle. These beam-related corrections (Indpegparametrized as:

(Abc,raw)i = AW — Z [aj (AXJ)Z] “

J

Here, X ; denote beam parameters such as energy, position and angle= Xj — X their corresponding helicity
fluctuation, andy; coefficients that depend on the kinematics of the specificti@a being studied as well as the
detailed spectrometer and detector geometry of the expatim

The five BPMs equipped during this experiment: BPMA-X (horital), BPMA-Y (vertical), BPMB-X,Y, and
BPM12x allowed measurements of the relative change in tlaenbenergy, position and angle within one helicity
window pair. One can then write

(Abc,raw)i — Agaw — Z [Cj (A(E_])z] ) (44)

J

wherez; is the beam position measured by the five BPMs (BPMAX,Y, BPNBXBPM12x) andc; = «;0X,;/0x;.
It is worth noting that this approach of making correctiorisdow by window automatically accounts for occasional
random instabilities in the accelerator.

If one corrects the pair-wise asymmetry for the beam fluatnatbased on Eq[_(#4), the resulting asymmetry
averaged over a certain number of helicity pairs can beewrits

Abc,raw = <A’;)C,raw> _ <A§aw> _ Z C_j<A.Tj> — Araw _ Z AAI] (45)
J J
whereAA,, = cj<(:c;r — z; );) represents the correction needs to be applied to the rawrasymndue to helicity-
dependent fluctuation in;.

For this experiment, the values of were obtained using two methods: The first one is called tli&édng”
method Eb], in which the beam position, angle, and energsewmeodulated periodically during data taking. The
values ofc; were then calculated from the resulting variation in the sueed asymmetry recorded for each of the
five BPM variables. The energy of the beam was varied by apglsi control voltage to a vernier input on a cavity
in the accelerator’'s South Linac. The beam positions anteangere modulated using seven air-core corrector coils
in the Hall A beamline upstream of the dispersive arc [19]c@ese these modulation periods represent quality data,
they were included in the production data sample with the@mmte corrections made. In the second method the
values ofc; were evaluated utilizing only natural fluctuations of themeposition, angle, and energy. This is called
the “regression” method. The difference in the correctgurasetry between the dithering and the regression method
was used as the uncertainty in the beam-corrected raw asyres s, raw-

To control the beam position differences at BPMA and BPMR, fisedback system controlled by the HAPPEX
DAQ made adjustments of the circular polarization of thetdseam. The resulting beam position differences were
in the range).01 — 0.1pm at the target for the majority of the data taking period. é8hsn the measureg values
this resulted iMA A, in the range).1 — 1 ppm. The cumulative averages fard,., were found to be below 0.1 ppm
integrated over the whole experiment. The measured asymymas found to be much less sensitive to beam energy
fluctuations than to those of the beam position. Thble 4 shlogsorrections due to fluctuations in the five measured
beam positions using the dithering method. The narrow aaavitle paths of the DAQ produced very similar results,
although there were slight differences in their event oibe due to DAQ deadtime and different timing alignment
between electronic modules, resulting in a slightly beftdd performance of the Wide-pat54]. Still, the narrow-
path asymmetry results were used to produce the physicks@$uhe present experiment because of their smaller
deadtime.
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Monitor Left DIS#1 Left DIS#2 Right DIS# 2

AAqgis (PPM) AAqis (PPmM) AAqis (PPM)

DAQ path | narrow| wide | narrow| wide | narrow | wide

BPM4AX | 0.173 | 0.179 | 0.513 | 0.569 | -0.172 | -0.182

BPM4AY | 0.001 | -0.010| 0.286 | 0.262 | -0.021 | -0.027

BPM4BX | -0.152 | -0.159| -0.368 | -0.430| 0.226 | 0.237

BPM4BY | -0.028 | -0.020| -0.262 | -0.243| -0.008 | -0.003

BPM12x | 0.000 | 0.000 | 0.024 | 0.022 | -0.003 | -0.003

Total -0.006 | -0.010| 0.193 | 0.180 | 0.022 | 0.022

Monitor RES | RES I RES 11l RES IV RES V

AAqit (Ppm) AAqit (PPM) AAqit (PPmM) AAqit (PPM) AAqit (PPM)
DAQ path | narrow | wide | narrow | wide | narrow | wide | narrow| wide | narrow | wide
BPM4AX | -0.175| -0.178| 0.313 | 0.320 | -0.013 | 0.000 | -1.004 | -1.192| -3.708 | -3.631
BPM4AY | 0.230 | 0.224 | 0.096 | 0.107 | 0.047 | 0.046 | 0.328 | 0.328 | 0.400 | 0.317
BPM4BX | 0.369 | 0.375 | -0.568 | -0.582| 0.020 | -0.005| 1.398 | 1.596 | 4.754 | 4.603
BPM4BY | -0.139| -0.133| -0.132 | -0.143| -0.038 | -0.037| -0.235 | -0.250| -0.265 | -0.183
BPM12x | -0.010 | -0.011| 0.045 | 0.045 | -0.005 | -0.005| 0.002 | 0.003 | -0.035| -0.036
Total 0.275 | 0.277 | -0.246 | -0.253| 0.011 | -0.001| 0.489 | 0.485| 1.146 | 1.070

Table 4: Corrections to DIS (top) and resonance (bottominasgtries evaluated using the dithering methddd 4;;. The “narrow” and “wide”

refer to the DAQ trigger typé [54]. The corrections were #aph:

SAbc,raw — Araw

— AAqgit [Eg. (@9)].

dit
Left DIS#1 Left DIS#2 Right DIS#2
A™ “narrow (ppm) —784+27 | —1405+£104 | —139.9+£6.6
Agft’”‘”, narrow (ppm) —785+£27 | —140.34+10.4 | —139.84+6.6
A?géraw, narrow (ppm) —7854+27 | —140.5£104 | —140.3£6.6
| AR — APSra | narrow (ppm) 0.1 0.2 0.5
A™ "wide (ppm) —782+27 | —1403+£104 | —1409+6.6
APET wide (ppm) —783+2.7 | —140.1+10.4 | —140.9+ 6.6
AbSrav, wide (ppm) —783+2.7 | —140.3+10.4 | —141.4+ 6.6
[ AR — Aber@v |, wide (ppm) 0.1 0.1 0.5
Left RES| | LeftRESIl | Right RES Il | Left RES IV Left RES V
A™W narrow (ppm) —554+68 | —63.5+5.9 | —544+45 | —104.5+15.3 | —69.0 +21.3
APET™ narrow (ppm) —55.1+6.8 | —63.84+59 | —54.44+45 | —104.0+15.3 | —67.9+£21.3
AFCCg’”W, narrow (ppm) —552+68 | —63.6+5.9 | —54.6+45 | —104.3+15.3 | —68.6 +21.2
| Aberaw _ APSrav | narrow (ppm) 0.1 0.2 0.2 0.3 0.7
AV wide (ppm) —549+£68 | —63.6£5.9 | —54.0£45 | —105.0x£15.3 | —69.0 &= 21.5
ABE™Y wide (ppm) ~54.6+6.8 | —63.9+5.9 | —54.0+4.5 | —104.6+15.3 | —67.9+21.5
AP wide (ppm) —54.6+6.8 | —63.7+59 | —54.24+45 | —104.9+15.2 | —68.7+21.4
[ AR — Aberav |, wide (ppm) 0.1 0.2 0.2 0.3 0.8

Table 5: Measured raw asymmetries from the narrow and the trigiyers after applying corrections from beam energy arsitipn changes using
the dithering and the regression methods. The asymmetiiseshown are statistical only. The differences betweervtbecorrected asymmetries,

bc,raw be,raw
‘Adit7 - Areg

|, were used as the uncertainty from beam corrections. Theriig-corrected asymmetries were used in further arsalysi

although dithering and regression methods are in prin@plgvalent. The narrow and the wide paths of the DAQ prodwesy similar results,
with slight differences in their event collection due to DA®adtime and different timing alignment between electranodules. The narrow-path

asymmetry resultﬂ(élgft’raw, narrow) were used in further analysis to produce the pbysisults because of their smaller deadtimé [54].

a2 The measured raw asymmetrié§™ are shown in Tablgl5 along with the corrected asymmetrieschais both the
s dithering and regression methodg,;"™" and ARS".
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Compared to the uncertainties from counting statistice,@m see that overall the corrections due to beam fluctu-
ation were quite small, and their uncertainties are ndgkgiThe asymmetry measurement was completely dominated
by the counting statistics of the scattered electronls [54].

3.3. Target boiling effect on the measured asymmetry

As described in sectidn 2.4, the electron beam depositedgirethe liquid deuterium target and caused additional
noise to the measurement. This target boiling effect woudahifiest itself as an increase in the standard deviation of
the measured pair-wise asymmetti#™ above that expected from the counting statistics of Eq{39 Rastering the
beam to larger transverse sizes reduces the beam heatitigusrttie boiling effect.

Studies of the target boiling effect was performed. For gaehsurement a Gaussian was fitted to the distribution
of the pair-wise asymmetries withd given by the fitted width. Figulg 7 shows the measurddtaken at kinematics
DIS #2 for various raster sizes at two beam currents 100 abg:Al

Results of6 A in Fig.[d were fitted with the functional formyz?P! + py wherez is the raster size in mm. The
parametep, represents the purely statistical fluctuation that depentison the beam current, while the tepmu??
is an empirical term that describes the size of target hillising the approximate electron rate (Tddel 3), the purely
statistical uncertainty for 66-ms wide beam helicity paér§.029 at 10QuA and 0.027 at 11%A. The fit results for
po agree with the expectation very well. The fit results jgrandp; show that the broadening due to boiling at a
4 x 4 mm? raster sizepozP* with x = 4, is at the level 06569 ppm for 100uA and 1407 ppm for 115uA. This is
quite small compared to the value from purely statisticadtfiations f, ~ 10* ppm), and thus the boiling effect did
not contribute significantly to the uncertainty of the asyatim measurement.

€
g ao000— - 1,=100UA
51 = 1,=115UA
30000—
[ \
28000—
L
[~ 1
L L L | L L L | L L L 1 L L L
2600 2 4 6 8

Raster Size (mm)

Figure 7: Measured standard deviation of the pair-wise asgtries at kinematics DIS# 2, for various raster sizes amdb®@am current$00 and
115 pA. The curves show the results of the il = pozPt + po wherex is the raster size in mm. The parameter represents the purely
statistical fluctuation that depends only on the beam ctieredi not the raster size, while the tepgw?! is an emperical term that describes the size
of target boiling. The fit results for 100A are pg = (1.77 & 1.94) x 10%, p1 = —2.48 £ 1.85, p2 = 27973.0 & 681.7; and for 115uA are

po = (9.40 + 3.78) x 103, p1 = —1.37 £ 1.09, p2 = 25941.0 + 1433.4. At araster size o x 4 mm? (z = 4), the boiling noise is at the level
of 569 ppm for 100u.A and 1407 ppm for 115uA, and is negligible compared to the value from purely stiags fluctuations.

Figure[8 shows the measuréd for various beam currents performed with at x 4 mm? square raster. If the
measurement is dominated by statistical uncertainty, apeassA o /1. Fit results of the measuret indeed
agree very well with this expectation, indicating that bugleffects at the running condition of this experiment was
negligible.

3.4. Beam Polarization
As described in the previous section, the electron raw asstnymvas first corrected for the beam intensity and
other beam-related properties such as position, anglerarde The resulting asymmetrp eV is referred to as the
measured asymmetry™<?s, and must then be corrected for the beam polarization
APYYS = Ameas /P, (46)

prel. —

hys
rel.”

to obtain the preliminary physics asymmemg Both Compton and Mgller polarimeters described in se@id@n

were used.
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Figure 8: Measured standard deviation of the pair-wise asgiries at various beam currents for DIS# 1 (left) and # hjigvith a4 x 4 mm? square
raster. The curves show the results of thé it < 773 and its error band. The fit results are¢ = 0.4900 =+ 0.0076 andps = 0.4897 =+ 0.0072
for DIS# 1 and # 2 respectively. These results are in goodeageat with pure counting statistic4 oc v/T).

During our experiment, the Mgller polarimeter was avagatble entire time, while the Compton polarimeter ini-
tially suffered from a high background and only producediltssin the last three weeks of the 2-month 6-GeV run
period. The Compton polarimeter was also not availablendpitie 4.8-GeV run period. Figuré 9 shows the Mgller
polarimetry measurements taken with the 6 GeV beam. Dunia¢iiree weeks when both polarimeters were function-
ing, the average beam polarization from constant fig8i4% for Mgller and89.45% for Compton. The results from
the two polarimeters are compared in Figl 10. Note that tlaengeolarization can fluctuate over time due to motion of
the laser position on the photocathode and photocathodg.agi

0.95—

0.9¢—

BRI

0.8
Nov.02,2009 Nov.12,2009 Nov.22,2009 Dec.02,2009 Dec.11,2009 Dec.2
Date

Beam Polarization from Moll¢
T

Figure 9: Polarization results from the Mgller polarimeteeasurements taken with a beam energy of 6.067 GeV. The lmrsrrepresent the
quadratical sum of the statistical and systematic erroswvéyer, for each measurement the statistical uncertaiatyithe order of 0.1%, much
smaller than the systematic error. An additional measunémas done with a beam energy of 4.867 GeV at the end of theatiody which gave a
similar polarization.

The experimental asymmetries were corrected for the bedanipation as follows:

1. When the Compton polarimeter was not available (before @2®nd and after Dec. 17th, 2009), only Mgller
results were used. Each Moller result was used until themegisurement was available.

2. When there were both Compton and Mgller measurements ([ec. 2nd to Dec. 17th, 2009), the Compton
data were averaged first for the time interval between twdéiaieasurements, then was averaged with the cor-
responding Moller measurement from the beginning of therial. The systematic uncertainty of the combined
polarization was obtained from that of each method as

(APb/Pb)syst,combined - 1/\/(APb/Pb);y28t,compton + (APb/Pb);yQSt,moller’ (47)

thus was smaller than the systematic uncertainty of eitb&arimetry. Each combined result was used until a
next Moller measurement was available.

3. The beam polarization was corrected run by run for DIS#ll#h For resonance kinematics, the run period was
short and a single correction was used for each kinematics.
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Figure 10: Comparison between Compton (black solid ciycéesl Mgller (red open squares) measurements taken durntntle period when
both polarimeters were available. The beam energy was &3@87 The error bars for Moller represent the quadratical stithe statistical and
systematic errors, with the statistical error is smallemtithe systematic by one order of magnitude. For Compton uneaent, the statistical
error are plotted with the data points and the systematar €ir92% relative) are plotted along the horizontal axis. A consfério Compton
measurements gave an average of 89.45% while the averagellef kesults was8.74%.

The beam polarization corrections are shown in Table 6 fdiaématics.

Left DIS#2 Right DIS#2 | RESIVandV
CombinedP, | (89.29 + 1.19)% | (88.73 £ 1.50)% | (89.65 & 1.24)%
LeftDIS#1 | RESI, lland Ill
Moller P, | (88.18 =1.76)% | (90.40 & 1.54)%

Table 6: Average beam polarizatidh. for each kinematics. These are either the combined resu®mpton and Moller measurements (top),
or results from Moller alone (bottom), depending on whickepmeter was available during the corresponding run plerfeor DIS#1 and #2 the
corrections were applied run-by-run and the statisticallgraged value of. is shown. For all resonance kinematics which had short ngnni
period, a single value was used for each setting.

3.5. Calibration of the HRS Optics

To accurately determine the kinemati€$?, z, W) of each event, one must determine the absolute beam position
on the target, and reconstruct the vertex position, thaestag angle and the scattered electron’s momentum. These
are provided by beam position calibration and the HRS og#dibration, as described below.

3.5.1. Beam Position Calibration

As described in SeE. 2.2, the beam position information &mheevent was obtained from the raster current rather
than from the delayed BPM information. Calibrations betw#ee raster current and the beam position thus became
necessary. The BPM calibration can be described as:

o
bpm =z = (bpm offset ) + (raster current x) x _ Chemr (48)
Oraster current

bpm y = (bpm offset y) + (raster current y) x _ Tbpmy (49)

Oraster current

Figure[11 shows the beam spot distributions projected ttatiget using the calibrated BPMA and BPMB information.

3.5.2. Optics Calibration Procedure and the Resulting Utaiaties in Q? Determination

The trajectory and momentum of each electron detected wasndi@ed by calibration of the transport functions
(optics) of each HRS. During optics calibration runs, theG&were turned on to provide precise information on the
particle trajectory, from which the hit position and ang¢the focal planéz, 0, y, ¢) can be determineﬂb@GS]. The
next step is to reconstruct the interaction position, aregled momentum at the target from these focal plane variables
i.e., to determine the inverse of the HRS optical transpatrixu In practice, instead of a matrix operation, a set of
tensors up to the 5th order were used to calculate the taagiables from the focal plane values.
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Figure 11: Calibrated beam spot distribution at the target.

The target coordinates of the scattering evénmt,, y:4, 014, ¢14), are defined in the target coordinate system
(TCS) [68] with respect to the spectrometer central rayatioa, see Figi12. Here the angleg and¢,, refer to
the tangent of the vertical and horizontal angles relativthe HRS central ray. The spectrometer pointings the
distance at which the spectrometer misses the Hall centkeidirection perpendicular to the spectrometer centyal ra
The sieve plane corresponds to the entrance of the spe¢omigich is located at = 1.12 m from the TCS origin.
The particle hit position and the angles at the sieve plandealirectly calculated from the focal plane variables.

Scattered
electron

Sieve plan

Spectrometer
central ray

B = = . Beam
react  Xig Hall center

Figure 12: Topview of the target coordinate system (TC8),, y¢g4, 2¢4) and the sieve plane coordinate Syst€ficve, Ysieve). The€ztg axis is
along the HRS central ray, thg, axis is pointing to the left, the;, axis is pointing vertically down, and the origin of the TCShe point along
the HRS central ray that is the closest to the Hall center. @héds the tangent of the in-plane angle ahyg is the tangent of the out-of-plane angle
(not shown) w.r.t. the spectrometer central ray. The siéaeepis located at a drift distande = 1.12 m from the TCS origin, with th@g;eye axis
pointing to the left of the spectrometer entrance andrthg,. axis pointing vertically down. The pointing of the HRB, describes how much the
HRS central ray misses the Hall center, #ads the angle of the HRS central ray w.r.t. the beamline. Eigeproduced from Ref$, [53.168]

The calibration procedure involves three separate steps:

1. The vertex position along the beam,..:, is related toy,,, ¢., in the TCS as well as the pointing of the
spectrometer. The vertex calibration was done by taking datthe multi-foil carbon target with known foil
positions. The foil positions were determined from datmgshe HRS optics matrix, the focal plane variables,
andD. The precision on,.,. in the direction perpendicular to the spectrometer cendrals given by

A(Zrenct 5in 0p) = /(AD)? + (Azgoi 8in )% + (Azgoit data sin )2 . (50)
Then, the uncertainty in the scattering angle due to thexeslibration is
Aprg = A(zreact sinby) /L . (51)

21



551

552

553

554

555

556

557

558

559

560

561

562

563

564

565

566

567

568

569

570

571

572

573

574

575

576

577

578

579

580

581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

Here Az, = £2.5 mm is the uncertainty of the actual foil position caused bggilnle shifts of the target
ladder during the target cool-down. The precision/btan be obtained from a spectrometer pointing survey
with a typical precision of=0.5 mm. If a survey was not available, the valueldfcan be derived from surveys
performed at a previous spectrometer angle setting. Ircdse, one compares the multi-carbon-foil data before
and after the spectrometer rotation. If the observed siniftsin all foil positions can be explained consistently
by a global change i, then the shift is added to the value DBffrom the previous survey and the uncertainty
of D is taken ast0.5 mm. If neither carbon foil data nor a survey was availalé) is taken to bet5 mm
which is the limit of how much the spectrometer can physjcallss the Hall center. The quantityz.i qata

is £0.1 mm or the observed discrepancy in the foil poisition betweadibration data and the expected values,
whichever is larger.

2. The scattering angle&,,, ¢:,, were calibrated by inserting a so-called “sieve slit” plata 0.5-mm thick tung-
sten plate with an array of pinholes — at the entrance of tleetspmeter. Reconstruction of hole positions
depends on the angle elements of the optical matrix. Théraibn precision is determined by the knowl-
edge of the actual hole positiong,e, ynole W.I.t. the center of the spectrometer, and the remainirfgréifices
between the reconstructed hole positi@nSic data, Ynole data @Nd the expected values.

The most straightforward way to determing,., ynole IS by a survey of the sieve slit plate. The survey uncer-
tainty is £0.5 mm for both directions. Past experience has shown that thedmtal positionyyl. is highly
reproducible, tat0.1 mm, and the vertical position,. is reproducible tat0.5 mm due to the fact that this is
the direction in which the sieve plate is moved into or ouh& HRS entrance. If no survey was available but the
sieve slit had remained in its position, results from eadigveys were used with these additional uncertainties
added. The angle uncertainties from sieve slit calibrateme:

A9tg — \/(Axhole)2 + (A:Ehole data)Q/L 5 (52)
A¢2§g - \/(Ayholc)2 + (Ayholc data)Q/L 5 (53)

where the in-plane anglg,, affects the scattering angtedirectly, while the out-of-plane angly, affectséd

only in the second order and the effect is small.

If no sieve slit data were taken, the angle calibration ofecpeding experiment can be used based on the high
reliability of the HRS. In this case, an additional.5 mrad of uncertainty should be added to bt ,, A¢y,

to account for possible changes in the optics.

3. The most precise way to calibrate the momentum is to uséi@kcattering from a carbon target or the proton
inside a water target. With a water target, the relative maomad = dp/p with p the HRS central momentum
setting can be determined4el x 10~%. Due to the high beam energy used, elastic measurement wasssible
for the present experiment. However, water target calimatias performed during the preceding experiment
(HAPPEX-III) @]. The HAPPEX-IIl water calibration regalwere used for the present experiment and the
uncertainty is5 = +5 x 10~* thanks to the high stability of the HRS magnets and transystem.

The three calibration steps described above are assumedinolépendent from each other, i.e., matrix elements
related to position reconstruction have little depend@mciiose related to angle reconstruction, etc. For all itiidn
methods above, the optics tensor coefficients were detechiiom ay? minimization procedure in which the events
were reconstructed as close as possible to the known positite corresponding foil target or the sieve-slit hole.

3.5.3. Optics Calibration Results

During the PVDIS experiment, there were seven kinematittgigs in total with one of them carried out on both
Left and Right HRS, thus there were a total of eight HRS+kiages combinations: Left HRS DIS #1, Left and Right
HRS DIS #2, Left HRS Resonance (RES) I, Left HRS RES I, RigRISRES I, Left HRS RES IV, and Left HRS
RES V. Either vertex or angle calibrations, or both, wergiedrout for all eight settings except RES IV and V. The
vertex calibration for Left DIS#1 and the angle calibratiesults for Left RES Il are shown in Fig.]13.

3.5.4. Q% Uncertainties
The @Q? of each event was calculated using Edq. (3). The uncertainf}fiis determined by the uncertaintiesdn
E andE’, but is dominated by the scattering angle uncertainty. Th#ering angle is calculated [53]:

0 — cos—1 cos by — g sin by 7 (54)

1+ 0% + ¢,
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Figure 13: Left: vertex reconstruction for Left DIS#1 (JeffThe number above each foil &z gata, defined as how much the observed foll
position misses the expected value. For all foils we h&wg,;; 4ata < 0.4 mm. Right: reconstruction of the sieve hole positions (scatl points)
compared to the expected positions (grids), for Left RESIdl obvious discrepancy is seen. The axes are oriented satcthéhsieve hole pattern is
as if viewed when facing the spectrometer entrance. Twoebive holes are larger than others to allow identifyingcér@er and the orientation
of the sieve plate.

thus calibration of the horizontal anglg, dominates the angle uncertainty. The total uncertaintyhenstattering
angle is the combination of the vertex calibration EQslBapandA¢,, from the angle calibration:

AO ~ \/(AD/L)Q =+ (AZfoil sin 90/L)2 =+ (AZfoil data Sin 90/L)2 + (A¢tg)2 . (55)

whereA¢,, is either from Eq.[(5B) if a sieve slit calibration was avhik or from previous calibrations with a 0.5 mrad
additional uncertainty added. Here the drift distanck is 1.12 m as shown in Fid.12.

For some settings during PVDIS, there were both angle anéwealibrations (Left RES | and II), or only the
vertex but not the angle calibration (Left DIS#1, Left DIS#Ight DIS#2, Right RES IlI), or neither (Left RES IV
and V). For both vertex and angle calibrations, the optidalelesse and some survey results from the HAPPEX-III
experiment that ran immediately before this experimenewssed. For RES#1 which was taken on the left HRS only,
the @, and the dipole magnets were set at 4.00 Geblt itsQ2 and@3; were limited to 3.66 Ge\W/due to a power
supply malfunction. This added complexity to the opticditration for RES#I but did not affect the HRS acceptance
and the quality of the optical calibration results. Takitiguacertainties into account, the uncertainty@? due to
HRS optics calibration is summarized in Table 7.

3.6. HRS Simulations

For the present experiment, a simulation package calledViBA(Hall A Monte Carlo) was used to simulate the
transport function and the acceptance of HRS. The simulatias then used to calculate the effect of electromag-
netic radiative corrections and HRS acceptance. To enkatdHAMC works correctly, we simulated the kinematics
(Q?%, W, x) of the scattering, and it is expected that the simulatedegasinould agree with the measured ones within
the uncertainty of the optics calibration, Table 7.

In HAMC, events were generated with a uniform distributidong the beam direction and within a given raster
size and the solid anglé? = sin(0) df d¢, then transported through the HRS magnets using a set oh@uiials
that model the electrons’ trajectories through the magrfatlds. For RES #l, a separate set of polymonials were
developed for the mismatching fields @, and(@s. Events that passed all magnet entrance and exit aperalfes f
within the HRS acceptance and are recorded. Multiple soadtén the target material, energy loss due to external and
internal Brehmstrahlung and ionization loss, and2t@ ;.m resolution of the VDC wires were also taken into account
in HAMC. The physical differential cross sectiaio /(dE’dS2) and the parity violation asymmetry were calculated
using the MSTW PDF parameterization for each simulatedteviem average energy loss of of 3 MeV was used for
the incident electron beam to account for the effect of passing all material along the beamline to the target center

Because the DAQ used in the present experiment relied ombaedbased PID, PID calibration runs were carried
out daily to monitor the detector and the DAQ performancewds found that the electron efficiency varied with
the particle’s hit position in the vertical (dispersiveJatition on the lead-glass detector. This variation coultsea
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HRS Left HRS Right HRS

Kinematics DIS#1 | RESV | RESIV | DIS#2 | Res| | Resll | DIS#2 | Res Il
0o(°) 12.9 14.0 15.0 20 129 | 129 20 12.9
Ey (GeV) 6.067 | 6.067 | 6.067 | 6.067 | 4.867| 4.867 | 4.867 | 4.867
E| (GeV) 3.66 3.66 3.66 263 | 400 | 3.66 | 2.63 3.1
HRS pointing survey? Y N N Y N N Y N
0D (survey)(mm) 0.5 0.5 0.5

Carbon multi foil data available? Y N N Y Y Y Y Y
0D (from data, no survey) (mm) 0.5 0.5 0.5 0.5
0D (no survey, no data)(mm) 5.0 5.0

0Zfoil data (MM) 0.4 N/A N/A 0.4 2.0 0.3 0.7 1.1
0 Zfoil 2.5 N/A N/A 2.5 25 2.5 25 25

A6 from vertex calibration (mrad), 0.676 | 4.464 | 4.464 | 0.893 | 0.779| 0.672 | 0.901 | 0.704
Eq. (51)

sieve survey N N N N N N N N
sieve data N N N N Y Y N N
Axyele, from prior survey (mm) 0.51 0.51 0.51 051 | 051 | 0.51 0.51 0.51
Anole data (MM) 0.1 N/A N/A 0.1 0.1 0.1 0.1 0.1
additionalA¢;, (mrad) 0.5 0.5 0.5 0.5 0.5° 0.5°

A6 from angle calibration (mrad), 0.682 | 0.676 | 0.676 | 0.682 | 0.464| 0.464 | 0.676 | 0.676
Eq. (53)

Total A9 (mrad) 0.960 | 4515 | 4.515 | 1.124 | 0.907| 0.816| 1.134 | 0.976
Total A6 /6 (%) 0.426 | 1.848 | 1.725 | 0.322| 0.403| 0.363 | 0.325 | 0.434
AFE}/E} 5x 1071

Total AQ?/Q? (%)? 0.853 | 3.696 | 3.449 | 0.644 ] 0.805| 0.725| 0.650 | 0.867

@ For RES#l which was taken on the left HRS only, the and the dipole magnets were set at 4.00 Gebft its Q-
and@s; were limited to 3.66 Ge\¢/due to a power supply malfunction;

b Due to using sieve calibration taken at Left RES#3;

¢ Due to using optics database from HAPPEX-III;

4 Including uncertainties due to both scattering anfyfeand momentund\ £/, but is dominated by the former.

Table 7: Uncertainty inQ? determination derived from optics calibration. For eachSifhe kinematics are shown from left to right in the
chronological order.
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a shift in theQ? value of the measurement and must be incorporated into HAREAMC, the hit position on the
lead-glass detector was calculated from the focal planedomates, such that the PID efficiency measured from data
can be applied to each simulated event. The efficiency caiftdddie to electronic module malfunction and drifts in
the discriminator thresholds. For most of kinematics, sadhift was gradual and daily calibrations were sufficient to
correct for its effect.

In general, the acceptance of the HRS is defined by combihiagpening geometry of the intermediate apertures,
whose nominal settings were documented in Ref. [53]. Theaaaeptance however can be different from the nominal
settings. The HRS acceptance of the simulation was finedtbgematching these appertures to the cross-section-
weighted event distributions obtained from data. This pssds illustrated in Fid. 14.

Q1 exit
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x(m)
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y(m) y(m)
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.4 067
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a

Figure 14: Fine-tuning of the HRS acceptance in HAMC. Evastributions from data are plotted at the collimator (ent& of the HRSQ1),
Q1 exit, entrances and exits of the dipol@e; and@s. From these distribution, the best estimate of the posiiuththe size of the apertures were
determined (black dashed lines and curves). These wereudehas aperture or acceptance cuts in HAMC. The axes argeatisuch that the
distributions are as viewed along the particle trajectanith v the horizontal and: the vertical (dispersive) directions, respectively.

Once all magnet apertures were optimized, the kineméf)ész) were calculated from HAMC using Eq§l(B,7),
the beam energ® (minus 3 MeV as mentioned earlier), and theand the scattering angles of the simulated events.
Similarly, we calculated théQ?, ) values from data using the vertex coordinates,, y:, 0+, ¢+,) reconstructed
from the detected focal plane variables, based on HRS toarfsmctions. The agreement between the HAME , )
and those reconstructed from the data thus provides a neeafSliow well we understand the HRS transport function,
and should be consistent with the quality of the optics catibn (Tablé¥). Such agreement also provide an indication
of how well the simulation works, which is important for theaguation of electromagnetic radiative corrections and
the effect of PID efficiency on the measurement.

Figure[I5 shows comparisons between data and simulaticil farget variablesp? andzx for Left HRS DIS #1
and Right HRS DIS #2. A summary of the comparison for all kia&éios is given in Tablg]8. The observed differences
in Q2 are consistent with the uncertainties shown in Table 7 fostrobthe kinematics. For RES llI, there is a two-
standard-deviation disagreement)A. However, since we interpret the asymmetry results at tresoed?, not the
simulated value, this disagreement does not affect therfsallt or its uncertainty evaluation.
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Figure 15: Comparison between HAMC (red) and data (black)mRop to bottom: target variablestry, ¢tg, ytg and(dp/p)tg — for Left HRS
DIS#1;Q? andz for Left HRS DIS#1; target variables for Right HRS DIS#2? andz for Right HRS DIS#2.

Kinematics HAMC data _relative
(@) (@) | (W% | (@) (z) | (W?) | difference

(GeVi)? GeV? | (GeVi)? GeV? in Q2

Left HRS DIS#1 1.084 0.241 | 4.294 1.085 0.241 | 4.297 < 0.1%
Left+Right HRS DIS#2| 1.892 0.294 | 5.424 1.901 0.295 | 5.430 0.5%
Left HRS RES | 0.956 0.571 | 1.600 0.950 0.571 | 1.595 0.6%
Left HRS RES I 0.832 0.336 | 2.528 0.831 0.335 | 2.530 0.1%
Right HRS RES 1lI 0.745 0.225 | 3.443 0.757 0.228 | 3.450 1.6%
Left HRS RES IV 1.456 0.324 | 3.925 1.472 0.326 | 3.923 1.1%
Left HRS RES V 1.268 0.282 | 4.109 1.278 0.283 | 4.122 0.8%

Table 8: Comparison of)2, z, andW?2 between HAMC and data for all kinematics. The Left and thehRIDIS#2 have been combined. The
difference inQ? between HAMC and data is smaller than TdHle 7 for most of therkiatic settings.
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3.7. Background Analysis

In this section we analyze all backgrounds that affect ttieneted PV electron asymmetry. Assuming each back-
ground has an asymmetr;, and affects the electron sample with a fractjonthe correction can be applied as

(Abc,:aw 5 Aifi)
_ i = : (56)

where AP¢™V is the measured asymmetry with helicity-dependent beamecions applied, and, is the beam
longitudinal polarization presented in sectlonl3.4. Whénfaare small withA; comparable to or no larger than
APerav one can defing; = f;(1 — i P) and approximate

APhys

Abc,raw

APhys
By

IL (1+ fi) (57)

i.e., all background corrections can be treated as mudéplie. As can be seen from Ef.157), the order of the correc-
tions is flexible and the corrections can be applied to thesureal asymmetryl>©ra" before normalizing to the beam
polarization. The uncertainty of the correctifincauses directly a relative uncertainty on the electron asgtry

AA,
Ae

= Af. (58)

Some effects, such as charged pion and pair-productiorgbawkd, are very small such that corrections [Eq] (57)] are
not necessary. For those cases only the uncertaififyor AA. /A, is presented. The prescription of Hg.](57) was also
used for the treatment of th@?-uncertainty and radiative corrections (section$[3.628$3.9).

3.7.1. Charged Pion Background

Charged pions are produced in decays of nucleon resonarezded by electron scattering off nucleon or nuclear
targets. Simulations have shown that for the pions to haweséime momentum as DIS electrons, the parent nucleon
resonance must have been produced at a l@ethan DIS events, thus typically cause a smaller parityatiot
asymmetry than DIS electrons. This has been confirmed bysymametry of the pion triggers measured during the
experiment. The charged pion background thus reduces thritade of the measured asymmetry, and the effect is the
largest if the charged pions did not carry asymmetry at alkttfermore, the high particle identification performance
of the DAQ limited the pion contamination in the electromgrér to the level off,,. < 2 x 10~* and< 4 x 10~*
for the three DIS kinematics and the five resonance kinema&spectivelmq. Due to the small contamination, no
correction to the measured electron asymmetries was magetotal systematic uncertainty on the measured electron
asymmetry due to pion contamination and pion asymmetry is:

2
(AA—":E)ﬁ = \/(Afﬁ/e)2 + (fﬂ/em”j;#) ; (59)

wheref.,. andAf, . are the event fraction of the electron trigger that is frotuakcpions and its uncertainty .

is the measured pion asymmetry withA . its uncertainty, andd. is the measured electron asymmetry. The term
|A-| + AA, corresponds to how much the pion asymmetry could differ fremo at the 68.3% confidence level. As
inputs to the background correction, the extraction of @isypmmetries is described below.

pion asymmetry measur ement

The PID performance of both electron and pion triggers oA was reported in RefE$4]. To properly extract
pion asymmetries from the trigger, one must account for tieeeof electron contamination in the pion triggeys;..
Becausef, /. was relatively high and the electron asymmetries are lahger those of pions, corrections were applied
to the asymmetries extracted from the pion triggers using

bc,raw

A7I|I-1cas — m,dit 1__];6//77 e,dit : (60)

Abc,raw
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where A>%1™ and A>¢1*" are asymmetries extracted from pion and electron triggespectively, with beam cor-
rections applied using the dithering method. Then the nredspion asymmetries are normalized with the beam

polarization, giving physics asymmetry results for pioclisive production:

meas
_ AT

APhys —
T Pb

(61)

Results for pion asymmetries in the DIS and resonance kitiesnare given in Tablels|9 afd]10. As described in
Ref. ], the narrow-path triggers of the DAQ had smallarrting deadtime than the wide-path triggers, but slightly
lower PID performance. As a result the narrow pion triggexd more electron contamination than the wide triggers
and requires a larger correction, which causes a largeraitgy in the extracted pion asymmetry.

HRS, Kinematics | LeftDIS#1 | LeftDIS#2 | Right DIS#2
narrow path
ADCE £ AADCE (stat) (ppm)|  —57.3£8.0 ~26.0 + 14.9 —21.5+4.2
feyn £ Afosn(total) 0.2653 & 0.0603 | 0.0331 £ 0.0034 | 0.0103 = 0.0013
Ameas 4 A gmeas (total) (ppm) | —48.8 4 14.0 —22.0+21.4 —20.34 6.0
APBYs 4 A APDYS (total) (ppm) | —55.3 4 15.9 —24.6 + 24.0 —22.9+6.8
wide path
APV L AAPCIB (stat) (ppm)|  —49.6 + 7.7 —27.0+ 14.9 —21.4+4.2
 fojn £ Afoy(total) 0.2176 & 0.0573 | 0.0281 +0.0037 | 0.0091 = 0.0013
Ameas £ A Ameas (total) (ppm) | —41.3+12.8 —23.7+21.4 —20.3+6.0
Aphys + A APhYS (total) (ppm) —46.8 +14.6 —26.5 +24.0 —22.9+6.8

Table 9: For DIS kinematics: beam-corrected pion asymemmil;cgii‘w with their statistical uncertainties, electron contartiora in the pion

triggers f.,», pion asymmetry results after being corrected for electmmtaminationA7'***, and physics asymmetry results for pion inclusive

productionA?rhyS. As described in Refl [54], the narrow-path triggers hadhicelectron contamination, thus required a larger cdoeend had
a larger uncertainty in the extracted pion asymmetry.

HRS |  LeftRESI LeffRESIl | RightRESIII | LeftRESIV | LeftRESV
narrow path
AP £ AADCE (stat.) (ppm)|  —44.2 £ 40.1 —69.8 +26.5 -17.1+85 21.8£47.7 —46.7 £ 64.0
fe/n £ Afe/x(total) 0.411440.0201 | 0.3155+0.0163 | 0.0849 + 0.0030 | 0.1852+0.0073 | 0.1871 + 0.0077
Aeas £ A Amess (total) (ppm) —33.7+ 88.6 —73.2+48.8 —13.5+12.7 52.2+76.2 —41.5+102.4
APBYS £ A APDYS (total) (ppm) | —37.3 4 98.0 —81.0 4 54.0 —14.9 4 14.0 58.2 + 85.0 —46.3 4+ 114.2
wide path
APerav 4 A AP (stat ) (ppm)|  —45.4 + 39.4 —69.2 + 26.1 ~18.3+8.5 30.9 +47.6 ~51.0 + 64.9
' Jejm & Afe/ﬁ(total) 0.3423 + 0.0231 | 0.2409 + 0.0200 | 0.0633 4+ 0.0060 | 0.1661 + 0.0080 | 0.1598 + 0.0086
Ameas £ AAMes (total) (ppm) —39.8+74.9 —71.0+43.7 —15.8+ 124 58.8 + 74.7 —47.7+101.4
APbys + A APHYS (total) (ppm) | —44.0 4 82.9 —78.5+48.4 —17.5+13.7 65.6 + 83.3 —53.2+113.1

Table 10: For resonance kinematics: beam-corrected p';cmraetriesAbc’raw with their statistical uncertainty, electron contamioatin the pion

,dit

triggers f./, pion asymmetry results after being corrected for electmmtaminationA7'***, and physics asymmetry results for pion inclusive

productionAﬁhy S. As described in Refl [54], the narrow-path triggers hadiigelectron contamination, thus required a larger cameeind had
a larger uncertainty in the extracted pion asymmetry.

electron asymmetry uncertainty dueto pion contamination The measured pion and electron asymmetries are listed
in Tabled Tl and2 for the two DIS and the five resonance kitiespaespectively, together with the total uncertainty
due to pion contamination in the electron asymmetry as tatlediwith Eq.[(5P). The values listed for the pion contam-
ination in the electron triggerg, /. and the electron contamination in pion trigggrs, and their total uncertainties
are from Ref.lf5|4]. The narrow-path triggers have largerautainty due to charged pion background because of the
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HRS, Kinematics | LeftDIS#1 | LeftDIS#2 | Right DIS#2

narrow path
Ameas £ AATS (total) (ppm) | —48.8 £14.0 | —22.0£21.4 | —20.3+6.0
A £ AV (stat) (ppm) | —78.54+27 | —140.34+10.4 | —139.8£6.6
frje £ Afrye (total) (x1074) | (1.07£0.24) | (1.97£0.18) | (1.30 £ 0.10)
ade) 0.89x 107* | 0.63x107* | 0.27x 1074

wide path

Ameas T AATS (otal) (ppm) | —41.3 £12.8 | —23.7+21.4 | —20.3£6.0
AV £ AADSE™ (stat) (ppm)| —78.3+2.7 | —140.24+10.4 | —140.9 £ 6.6
frje £ Afrye (total) (x107%) | (0.72£0.22) | (1.64£0.17) | (0.92+0.13)
Sfe) 0.54x 107 | 0.55x107* | 0.21 x 1074

Table 11: For DIS kinematics: pion asymmetry resultd¢2s, beam-corrected electron raw asymmeﬁlc’raw, pion contamination in electron
triggers f ., and total uncertainties on the electron asymmetry redultsto pion backgroun@A A /Ac) - , and(AAc/Ae), - . all atthe

10—% level.

HRS LeftRES| | LeftRESII [ Right RESIII| LeftRESIV | LeftRESV
narrow path

Ameas £ A AMeas (total) (ppm) | —33.7£88.6 | —732+48.8 | —13.5+12.7 [ 5224+762 | —41.5+102.4
A‘;f(ifjw + AASfd’ffW (stat.) —55.1+6.8 | —63.8+5.9 | —544+45 | —104.0+15.3 | —67.9+21.3
frje £ Afre (total) (x1074) | (0.7940.11) | (2.404+0.20) | (3.824+0.23) | (0.26 +0.03) | (0.45+0.03)

A—fze 1.75x107* | 460x107* | 1.85x107* | 0.32x107* 0.96 x 1074

wide path

Ameas - AAmeas (total) (ppm) | —39.8 £74.9 | —71.0£43.7 [ —15.8+12.4 | 588+74.7 | —47.7+101.4
Ag_jifjw + AA‘;;{SW (stat.) (ppm)| —54.6+6.8 | —63.94+5.9 | —54.0+45 | —104.6+15.3 | —67.9+21.5
frje £ Afre (total) (<107%) | (0.544£0.15) | (1.50 £ 0.25) | (2.14+0.48) | (0.22+0.03) | (0.32+0.04)

% 1.13x107% | 2.71x107* | 1.22x107* | 0.28 x 10~ 0.71 x 104

Table 12: For resonance kinematics: pion asymmetry resiilt§?¢, beam-corrected electron raw asymmett?c’raw, pion contamination in
electron triggersf,. /., and total uncertainties on the electron asymmetry resulsto pion backgroun(iAAe/Ae)r’n and(AAe/Ae)r’w,

all at the10—* level.
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ez  slightly lower pion rejection performance. However, olktfae uncertainty due to charged pion background is very
ez low, at the10~* level for all kinematics.
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3.7.2. Pair Production Background

The pair production background results from nucleon resoagroduction when the resonance decays into neutral
pions ¢°) that then decay inte™e~ pairs. Pair production from bremsstrahlung photons is iwptificant in the
kinematics of this experiment because pair productiongbligiforward-peaked. Therefore, one expect the effect from
pair-production background to be similar to that of chargaxhs and the prescription of Ed. {59) can be used by
replacingA, with A.+ andf. . with the fractional contribution of pair production to theim electron triggef.+ /.- -
For the pair-production asymmetry, we expect it to be deitrsethby ther® photo- and electroproduction and thus
comparable to that of the charged pion asymmetry. The cdangdion factorf.+ .- was determined for the two DIS
kinematics by reversing the HRS polarity and measure treeabpositrons from ther® decay. Due to the low rate
of positron events the HRS DAQ could be used for these studibsthe VDC and a well-understood PID. However,
the statistical uncertainties in the positron asymmetryevepiite large due to the very low positron rate. Moreover,
the 7+ contamination in the positron trigger was quite high, eated to be 11% and 20% for the Left DIS#1 and
Right DIS#2, respectively, assuming the PID performandb®tetector does not depend on the sign of the particles’
charge. The measured asymmetry of the pair-productiongraakd could not be corrected for the contamination
due to the lack of knowledge on the” asymmetry.

Asymmetries extracted from positive polarity runs are shawrabld_IB without corrections for the™ background
or beam polarization.

HRS Left DIS#1 Right DIS#2
A (ppm), narrow| 723.2 4+ 1154.7(stat.) | 1216.0 & 1304.5(stat.)
A3 (ppm), wide | 742.4 £ 1151.5(stat.) | 1199.0 £ 1304.5(stat.)

Table 13: Raw positron asymmetry results. No correctiortferbeam position, energy, and polarization, orttfebackground was made.

Because the statistical uncertainties in the positron asstry are so large, we relied on the fact thétmust have
similar asymmetries as~—. We assume the” asymmetry to be no larger than twice that of thie asymmetry and
estimated the uncertainty in the electron asymmetry duaitggpoduction to be:

AA, AA N\
(85 - floserors (e 242

whereA A, . describes how mucH, differs from zero and the valus| A, - |+ AA - ) was used. Results fgf.+ /.-
and their statistical uncertainties are shown in Table hd,a&30% uncertainty was used fak f.+ .- to account for
possible systematic effects in positron identification thuthe highm™ background in the rate evaluation. Results for
the electron asymmetry uncertainty due to pair productarkground are also shown in Tabld 14.

HRS Left DIS#L Left DIS#2 Right DIS#2
For s £ Ao (Stat)| (2504£0.007) x 107 | (5.154 £ 0.001) x 10-% | (4.804 = 0.001) x 107
(&) 41 %1074 35103 2.3 %103
¢ / pair,narrow
(42 ] 3.5 x 1074 3.7 x 102 2.3 x 102
¢ / pair,wide

Table 14: Results for pair production (positron) contartiarain the electron triggef,+ Je— and its statistical uncertainty, and the total uncertainty

on electron asymmetry due to pair production backgrot(n@%) . Only DIS kinematics are shown. The errors shown fQL/ef are

pair

statistical only, and a 30% systematic uncertaintyfon /e~ Was used in the evaluation éi‘%@.

There was no measurement for the pair production rate foresgnance kinematics. Based on the fact that the
7~ /e rate ratios for resonance settings were similar to DIS #lamadbout one order of magnitude smaller than that
of DIS#2 (see Tablgl3), a conservative estimatg af10~2 (the average of the uncertainty at DIS#2) was used as the
relative uncertainty due to pair production for all resac@asymmetry results.

3.7.3. Target EndCap Corrections
Electrons scattered off the target aluminum endcaps cdmmeeparated from those scattered off the liquid deu-
terium. The parity-violating asymmetry from aluminum @if§ slightly from that of deuterium and a correction must
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be made. Based on EgEI[(2-12), the value of parity-violdftg asymmetry frone—Al scattering was calculated as

13A,0, + 14A,,0,
An = rer : (63)
130, + 140,

whereo,,,,) is the cross section and,,,,) is the PV asymmetry for scattering off the proton (neutrofiie cross
sectionsr,(,,) were calculated using a fit to world resonance and DIS @]am asymmetried,,,,) were calculated

using Eq.[(34):

_ 3GFQ2 Y; [201u(u+ + C+) — C’ld(dJr + S+)] + Y3 [QOQM(UJ*) — Czd(di)]

A = (_ 2\/§m) A(ut +ch) + (dF +st) ) (64)
- 3GrQ*\ Y1 [2C1u(d" + ¢") = Cra(u™ 4 s1)] 4 Y3 [2C5u(u™) — Caa(d ™))

An = <_ 2\/§m) A dT +ch) + (ut +st) ; (65)

withutf=u+a,d*=d+d, st =s+35andet =c+é.

The actual aluminum asymmetrigs,; may differ from the values calculated using Hg.l(63) due teat$ such as
resonance structure (for resonance kinematics), andaruetiects similar to the EMC effedﬂb?l] of the unpolar-
ized, parity-conserving structure functiofis ;.

For the two DIS kinematicsi( = 0.2 — 0.3) the EMC effect for Al is approximately 3‘@72]. A conservati
relative uncertainty of0% was used ford 5, in the DIS kinematics. For resonance kinematics, the EM&cefbr Al
is in the rang€3 — 14)%, and even larger for highervalues. In addition, the measured electron asymmetry &vall
resonance kinematics were found to be in good agreemehig(a0t15% level) with the values calculated using PDFs
[@]. We expect that the uncertainty iy due to resonance structure cannot exceed this level. Addaguclear
and the resonance effects in quadratur) relative uncertainty was used fdry; in the resonance kinematics.

The fractional event rate from the aluminum endcaps,p, was calculated as

emc (130p, + 140,) /27

260, + 280

e n

aayp = 7Nayplyp (00 +0n)/2 ) L
P n

Al/D 270, + 270,

=napR (66)

wheren,, /p is the ratio of the endcap to liquid deuterium thicknessmtfﬁ‘fg is the Al to deuterium cross-sectional
EMC ratio from Ref.[701, 74, 73, 74, [75]. The target used fis txperiment had entrance and exit endcaps measured
to be0.126 £0.0114-0.003 mm and0.100 £ 0.008 4-0.003 mm thick, respectively (see Talilk 2), with the first error bar
from the standard deviation of multiple measurements &tdint positions on the endcap, and the second error from
calibration of the instrument. The ratig;/p iS 7a1/p = (0.126 +0.100) mmx (2.7 glen?) /(20 cmx0.167 g/lcn?) =
1.827% with an uncertainty ofA7,;/p = 0.115%.

The correction to the electron PVDIS asymmetry was appléed a

A?lfcorrcctcd _ Ae(1+f_Al)7 (67)

L A — A
with fa1 = —(aAl/D)AITDD. (68)

The total uncertainty due to target endcaps is

AA, Aa — Ap ) 2 5
— A ZALZ D) 4 [(6a,, 69
( Ae )Al \/( FAl/D Ap [( Aa )aAl/D} (69)

whereay,p is from Eq. [66),Aaap = (Anai/p/ma1/p)@ap = 0.063aa1/p, Aar from Eqs[68-65)Ap from

Eq. (32, andi4,, is the maximal relative difference in the Al vs, [PV asymmetries caused by an EMC-like medium
modification effect and resonance structures. As statedkakite values ., = 10% for DIS and= 20% for resonance
kinematics were used. Results for the endcap corregtipand the uncertainty on the corrected electron asymmetry
are listed in TablgT15.

Events were also taken on a thick, “dummy” target consistifiigvo aluminum foils with their thickness approxi-
mately 10 times that of the liquid deuterium cell. The thieka was chosen such that the total radiation length of the
dummy target matches that of the liquid Earget. However, due to limited beam time, the asymmetrettamty
collected from the aluminum dummy target was not preciseighdo reduce the systematic uncertainty due to target
endcaps.

32



758

759

760

761

762

763

764

765

766

767

768

769

770

772

773

774

775

776

77

778

779

Kinematics | DIS#1 | DIS#2 | RES| | RESIl | RESIII | RESIV | RESV
(Aa — Ap)/Ap | 0.567% | 0.727% | 1.335% | 0.800 | 0.510 | 0.799 | 0.691
aayp 2.02% | 2.02% | 2.01% | 2.02% | 2.02% | 2.02% | 2.02%
Far(x107%) | —1.146 | —1.467 | —2.687 | —1.617 | —1.033 | —1.613 | —1.395
(AAc/Al) | 0.239% | 0.239% | 0.422% | 0.424% | 0.424% | 0.423% | 0.424%

Table 15: Target endcap correction for all kinematics. Shbere are the relative differences between calculated dDanasymmetries(Aa; —
Ap)/Ap, the fractional event rate from Al endcaps,;,p, corrections applied to measured electron asymmetiigsusing Eq.[(68B), and the
relative uncertainty in the corrected electron asymmetiy t endcap correctiof®\ A, /A¢) a1 using Eq.[[EP).

3.7.4. Beam Transverse Asymmetry Correction

Transverse asymmetry background, also called the beamahasymmetry background, describes the effect of
the electron beam spin polarized in the direction normah&dcattering plane defined by the momentum vectors of
the incident and the scattered electrépsand Eg [IE]. This beam normal asymmetry is parity-conserving ancstm
be treated as a background of the measurement. Calculatidhs pure partonic level show that this asymmetry is
between 0.1-0.2 ppm at the kinematics of this experimertitachanisms beyond the parton level can enhance the
asymmetry by 1-2 orders of magnitudﬂ[??]. The contribufiom the beam normal asymmetsy, to the measured
asymmetry can be expressed as

6A = (A)S kb  with kyp = ke x k' and ky = Ky /|kn| | (70)
where A4,, is the beam-normal asymmetry andis the beam polarization vector. Denotifig the central scatter-
ing angle of the spectrometer afigh the vertical angle of the scattered electron w.r.t. the mamsetting of the
spectrometer (see Fif116), one Was = (0,0,1) and k., = (sin @ cos by, sin Oy sin by, cosby), giving k, =
(— sin O sin Oy, sin 6 cos Oy, 0) andk,, = (— sin Oy, cos by, 0), thus

JA = A, [-Spsinby + Sy cosby| | (71)

whereSy, i 1, are respectively the electron polarization componentsérvertical (perpendicular to the nominal scat-
tering plane defined by the electron beam and the centraffttéig apectrometer), horizontal (within the nominal plane
but transverse to the beam), and longitudinal directioh® Vialue ofSy, is thus the beam longitudinal polarizatiét.
During the experiment the beam spin components were ctedrtd | Sy /S| < 27.4% and|Sy /S| < 2.5% and
the average value @, was found from data to be less than 0.01 rad. Therefore tha bedical spin dominates this
background:

(AAe)An ~ A, Sy cosby. ~ A, Sy < (2.5%) B A, . (72)
Sy (Y)
Sy (X)
S (@ ke
I\
Ke N
e I 1 N N

Figure 16: Kinematics of the beam normal asymmetry backgto@rhe incident and the scattered electrons’ momentgealmdl_é;, and§V,H,L
denote respectively the incident electron’s spin poléidmecomponents in the vertical, horizontal, and longinadidirections. The central scattering
angle setting of the spectrometeisand the scattered electron’s momentum has an out-of-plagle denoted by;,..

During the experiment, the size of the beam normal asymmétrywas measured for DIS kinematics during
dedicated “transverse runs” where the beam was fully pdrin the vertical directiory; = S7 ~ 0 andSy = PJ
where the superscrift stands for transverse asymmetry measurement/gnds the maximum beam polarization
during such measurement. Asymmetries measured during thes are thugl*® = 4, PI'. Because
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Since the maximum beam polarization is the same for producid transverse asymmetry running, one has
PE =Sy =/S? + 52 + 5% = /1+ (0.274)2 + (0.025)25,, = 1.0375}, and the total uncertainty in the electron
asymmetry can be calculated as

AA@ AnSV (A?CES/SO)SV Az}cas SV A?cas
( A€ >A Agleas Areneas Areneas SO S 2 4% Areneas (73)

For DIS kinematics, we denoted"¢** as how muchd,, could differ from zero to account for the uncertainty of the
A,, measurement, and write

AAe Amcas
( ) < 2492 (74)
Ae ) A, p1s Al

If the measuredi,, is consistent with zero, the statistical uncertainty of tieasuremeni AP¢*5(stat.) is taken as
JARe*s, otherwise the value df A'**| + AA}*) is used ag A},

Results for the beam transverse asymmetry measuremerstsaava in Tabl€ 16 for the two DIS kinematics along
with the resulting uncertainty on the electron PVDIS asynmn@ue to beam transverse polarizations.

Kinematics Left DIS#1 Right DIS#2
Q? (GeVic)? 1.085 1.907
Ameas £ A AMess (stat.) (ppm, narrow) —24.15 4+ 15.05 | 23.49 4+ 44.91
Ae2s (ppm, narrow) 78.45 —139.97
(%"’)A - 1.18% 0.76%
Ameas £ AAMess (stat.) (ppm, wide) | —24.66 £+ 15.01 | 24.60 £ 44.90
A2 (ppm, wide) 78.27 —140.67
(8) 1.20% 0.76%
¢ /A, wide

Table 16: The measured beam transverse asymmetry togeithethe resulting uncertainty on the electron asymmetrye dhhering-corrected
values were used for both*¢?¢ and A7, For DIS#2, the electron asymmetry is the combined valum fitte Left and the Right HRS.

Beam transverse asymmetry measurements were not perféomibe resonance kinematics. Howevéy, mea-
sured in the DIS region has a simil@® dependence and magnitude as that measured in previouis elastron
scattering from the proton and heavier nudlei [76]. Thisdatks the size ofl,, to be determined predominantly by
@Q?, and that the response of the target (elastic vs. DIS) ofidgtsfA,, at higher order. Based on this observation, we
used Ref.lﬁG] to calculatd,, for all resonance kinematics and found it betweed® and—80 ppm depending on the
value of?, and are always smaller than that of the electron asymniEtrg.uncertainty due tal,, was estimated in
resonance kinematics as

(AAE) o [ AnSy | Svd
Ae A, RES Arencas PbAShyS

| < [Sv/Py| = [Sv/SL| =2.5%. (75)

3.7.5. Target Purity, Density Fluctuation and Other Falsgyfmetries

The liquid deuterium used contain[?@89 ppm HD, < 100 ppm Hy, 4.4 ppm Ny, 0.7 ppm Gy, 1.5 ppm CO,
< 1 ppm methane and.9 ppm CQ.. The only non-negligible effect on the measured asymmeiryes from the
proton in HD. Since the proton asymmetry as given by Eq. (§#8rd from the asymmetry of the deuteron by no more
than=+(15 — 30)%, the proton in HD contributes an uncertainty of less thanl. /A. ), < 0.06% to the measured
electron asymmetry.

3.7.6. Rescattering and Poletip Scattering Background

In this section, two kinds of backgrounds from rescatterimgide the HRS spectrometers are considered. The
first is due to electrons from outside thel% momentum acceptance which rescatter into the detectbhave a
different asymmetry sincd o« Q2. The second effect is called “poletip scattering”, whicfers to electrons which
scattered from polarized electrons (Mgller scatteringh@nmagnetized iron in the HRS dipoles. These backgrounds
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are suppressed by a factor of 10 compared to the estimates igiRef. ], because of our trigger threshold for the
lead-glass detector.
For both of these backgrounds, the correction to our asymyroah be written as

‘ AA
Arsfcmrected — Ameas <1 _Af ) , (76)

whereArs—corrected g the corrected asymmetngc** is the measured asymmetyyis the fraction of the rescattering
backgroundA A = A9 — A™eas js the difference between the background’s asymmetry anch#tasured asymmetry,
and the approximation is valid jf < 1. The correction can be evaluated by integrating over theggribat contribute
to this background:

1 Prs E)P, , do ) Abgr _ Ameas

FAA = / dE (E)Pin (de}jU) putside ) (77)
AEHRS Joutside (deE)inside

whereA Fgrg is the HRS energy acceptanég, is the rescattering probability that describes the retatntribution

of rescattered events among all events that reach the detg@y, - is the probability for rescattered events that reach

the detectors to pass the trigger threshold and cause amoelédgger, A" is the asymmetry of the background,

(dgﬁ)mside(outside) is the scattering cross section inside (outside) the HR8mance. The integration is done from

just outside the spectrometer acceptance (beyotid) to up to+20% of the nominal settingz. The upper limit of
20% is used because the functidh,(E) becomes negligible beyond this range.

The rescattering probabilit. (F') was measured by the HAPPEx experim@ [19], and the regeltshewn in
Fig.[I7. The probability drops to belod— just outside the HRS acceptance (4%) and quicklyGo® at 20%.
Although only the positive detunéj/p > 0) was measured, we assumed the distribution is symmetrimdrthe
nominal momentum of the spectrometer.

Dipole Field Scan: Relative Rate vs % Field
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Figure 17: The functiorP,s(E) determined from HAPPEX data.

The trigger threshold factaP;;,. ~ 0.1 is estimated from the location of the trigger threshold for adglass
calorimater. The parity-violating asymmetry scales v@thand we find thafﬁfn—fz:s < 2x 1075,

In Ref. Efb] an upper bound for the poletip scattering effeas found. Using that analysis, and without accounting
for the further suppression by our trigger thresholds, wienade that

(.fAA)poleftip < 0.3 ppm

Ameas Ameas

(78)

Because the effects from rescattering and pole-tip saagt@re both small, no correction to the asymmetry was
made and the these two effects were counted as additioriahsgsc uncertainties.
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s 3.8. Electromagnetic Radiative Correction

831 Electrons undergo radiative energy losses due to interstsuch as internal and external bremsstrahlung and
g2 ionization loss, both before and after the scattering. Thisses two effects on the measurement: 1) There is a small
sz beam depolarization effect associated with the energydbisident electrons; 2) the energy loss of both incidert an

s Scattered electrons would cause a difference betweennkeelatics reconstructed from the detected signals and what

ss  really happened at the interaction point. We discuss thweseffects separately.

@

s 3.8.1. Beam Depolarization Effect in Bremstralung

837 The depolarization of electron from bremstralung radrati@s calculated based on R[79] and the formalism is
s provided i Appendix A. We define a depolarization correttio
(4eD)
fde ol = (79)
v (Ae)

s9  WhereD is the beam depolarization factor (with zero depolarizatiorresponding t& = 100%) and the average of

a0 @ quantity(a) (a = A, or A. D) is taken over the spectrometer acceptance and the cragmsec

=

_ [ a-o-(acceptance)

= 80
(@) [ o - (acceptance) (80)

s The measured asymmetry should be corrected as
Adcpolfcorrcctcd — A;ncas(l + fdcpol) , (81)

sz Wherefaepol = (1/ faepol) — 1 & (Ae)/(A.D) — 1. An HAMC simulation was done to determine the valuefgf, .
as  and the results are shown in Tablé 17.

Kinematics| DIS#1 | DIS#2 | RESI| | RESIl | RESIll | RESIV | RESV
fdepol 0.096% | 0.209% | 0.005% | 0.028% | 0.093% | 0.061% | 0.081%

Table 17: Beam depolarization correctiﬁ&pol for all kinematics.

sa  3.8.2. Corrections for Vertex versus Detected Kinematics

845 Due to energy losses of the electrons, the kinematics atteeaiction vertex is not the same as those calculated from

as  the initial beam energy and the electron’s momentum deddmtehe spectrometer. This effect is illustrated in Eid. 18:
since the shift between detected and vertex kinematiassrakavily on the experimental setup, it is desired to correc

E}e(detected

Figure 18: Kinematics used in HAMC to correct energy lossBsand§E’ for the incoming and outgoing electrons respectively. Tineratics

reconstructed from the data correspond&ip.., andE)_,, while the vertex kinematics correspondsto;x and E,, . .
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the measured asymmetry for this effect such that the cadeatlues can be compared to theoretical expectations in
an unambiguous way. This correction factor is defined as:

A( <Q(21et ) {Tdet))

1+ fre , 82
(A(Q% x> Tvix)) (62)

and is applied to the measured asymmetry as:
Aéadfcorrcctcd _ Agncas(l + f_rc) ) (83)

Here A((Q3..), (zdet)) is the asymmetry calculated at the cross-section- and tamepweighted values [see Hg.l(80)]
of Q3,, andzg.t, evaluated from the initial beam energy and the detectexfreles momentum, anf4(Q?,.., Tvix))

is the asymmetry still averaged over all detected electfol@wing Eq. (80), but now calculated using the vertex
kinematicsQ?,, andx,, of each event. Since the valgd(Q?2,,,z2,,)) is the expected value of what was actually
measured in the experimem{:**), the resultArad—corrected can pe treated as the value correpondingg,.) and
(Tget). The value ofArad—corrected can thus be compared with theoretical calculations evedliat(Q?_,) and (z et )

to extract physics results.

The radiative correction was evaluated using HAMC whiclcglates both the numerator and the denominator of
Eq. (82). Therefore, we expect that any small imperfectidhé understanding of the HRS acceptance or cross-section
calculation, such as that indicated by the 2 standard-tiemidisagreement i)? between HAMC and data for RES
I1l, would cancel out to the first order, and does not lead targdr uncertainty in the radiative correction for this
kinematics. The treatment of radiative effects was baseat@prescription of Mo & TsaIEO]. The detailed procedure
is described below.

For each simulated event, the scattering arigéand the momentum of the scattered electfjp, at the vertex
were generated randomly. The energy loss of incoming angoing electron®yE and § E’ were then calculated
using the formula given on page 5-7 of Réﬂ[Sl], which indadxternal bremstralung, internal bremstralung using
the effective radiator formula, and ionization loss. Neélg incoming electron’s energy at the vertex is calculated a
FEvwwx = Ep — 0FE whereE, is the (fixed) initial beam energy and the detected momentitheoscattered electron
calculated ag’),, = E/, —6E'. If  andE),, falled within the spectrometer acceptance, the crosswseatid the PV
asymmetry were calculated using both the dete¢ted E,.+, ¢) and the vertex kinematid¥,x, E.,,, ) and were
stored.

The vertex kinematic6Q?, , Wyix) calculated usingE., 0, E...) is shown in FiglIb for the two DIS kinemat-
ics. One can see that the vertex kinematics of an event callilthfo one of the following categories:-2H elastic
(W < M with M the proton mass, quasi-elastid’(~ M), nucleon resonanced{ < W < 2 GeV), and DIS
(W > 2 GeV). To evaluate the PV asymmetries for different verterekaatics, the following prescription was used:

Q(GeV?)
Q(GeV)

DIS #1 DIS #2

2
W(GeV) W(GeV)

Figure 19: Simulated vertex kinematics of the two DIS kingosa#1 (left) and #2 (right).

1. Fore—2H elastic scattering, the method from the SAMPLE experinﬂﬂlwas used, where the cross section
was based on ReEBZ] and the PV asymmetry was based on agimgplel that compares well to the calculation
of Ref. [ﬁ]. The strange magnetic form fact@f, in this method was taken to be zero.

2. For quasi-elastic scattering, the cross section and dhemetry were calculated using the elastic scattering
formula and elastic form factors for the neutron and the@rgsee Section VIl of ReflIiQ]], then smeared for
their Fermi motion following the algorithm of Refjﬁg]. Thiasi-elastic PV asymmetry was then calculated
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=

5

asAj’ = (Apop + Anon)/(0p + o) WhereA,,
proton (neutron), respectively.

3. For the nucleon resonance regidng W < 2 GeV), the cross section was based on Red. [69], and the asym-
metries were calculated from three models: one theoreticalel on onIy theA (1232) [@] a second theoret-
ical model that covers almost the whole resonance re@h {8t one “cross-section-scaling model” where
Apeg = Zo= Adlb was used. Herelg was calculated from Eqgl(2) with MSTW2008 PDFE[S&LIE was
calculated’ usmg the NMC fit of% [@] structure functions an® from Ref. -] andr,.s was from Ref. |E|9]
which exhibits distinct resonance structures; The cressian-scaling model was used only when the theoretical
models do not cover the kinematics of a particular event.

4. For DIS (W > 2 GeV), the cross section was calculated using Bosted’slﬂ}sa{ﬁd the PV asymmetry was
calculated using Eqd(2-6), the MSTW2008 POFS [52] and thelgparton model formula Eq§_(L2[I5[16,17).
For R in Eq. (I3) again Reflﬁg] was used.

The physics inputs to HAMC foe—2H elastic, quasi-elastic, DIS, as well as the cross secti@rs all based on
existing data and the uncertainties are small. The unogytaef the correction was thus dominated by that from the
resonance asymmetry models. The validity of these modeis exaluated by comparing the measured asymmetries
from the resonance kinematics, RES | through IV, with catiahs from these models. The kinematic coverage of
resonance measurements is shown in [Eifj. 20. These rescasymoenetries were reported in Réﬂ[49], and it was

(n); Op(n) are the elastic asymmetries and cross sections for the

QiGeVH)
QiGeVH

W(GeV) W(GeV)

Figure 20: Kinematics coverage of the four resonance measents (colored contours), together with the DIS kinersdtitack contours).

found that the data agree well with both resonance mo@l@%xcept RES |. Results at RES | agreed with the
two models at the two standard deviation level. The unagstdrom the resonance models was taken to be either
the observed difference between resonance data and moded statistical uncertainty of the resonance asymmetry
measurement, whichever is larger. This gives differentehadcertainties as follows:

e ForW? < 1.96 (GeVYy or the A(1232) region: RES | locates primarily in this region. The obserst
relative discrepancy between RES | data and the calculati@mused as the model uncertainty in this region;

e For1.96 < W? < 3.0 (GeV)*: RES Il locates primarily in this region. Since the RES |l msyetry result
agreed well with both models, the 10.0% relative statistiogertainty of the RES Il asymmetry was used as the
model uncertainty in this region.

e For3.0 < W? < 4.0 (GeV)y: Both RES Ill and IV locate in this region. Since the agreemeith the
calculations was well within the statistical uncertaistithe relative uncertainties for RES Ill and 1V (8.9% and
15.4% respectively) were combined, and the resulting vafue7% was used as the model uncertainty in this
region.

For radiative corrections at DIS kinematics, the resonancdels affect the denominator, but not the numerator
of Eq. (82). Therefore the above model uncertainty affeatsctly the DIS corrections. These uncertainties were
combined with the fractional events whose vertices felhimithe corresponding’ region to estimate the uncertainty
on (A(Q?,., ) and f... For radiative corrections at resonance kinematics, teenance models affect both the
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denominator and the numcerator of Hg.](82). The uncertaiftiye model itself therefore cancels out in principle in
the correction factof,.. For resonance kinematics, a conservayé relative uncertainty was assigned to the value
of fre.

The radiative correction factdr+ f,.. obtained from the above procedure is shown in Thble 18 fotvibenodels
separately. The average value of the two models were applitn@ measured asymmetries of this experiment.

Kinematics| Resonance Models A((Q%.,), (z3..)) | (A(Q%, 22y)) 14 fre 14 fre
used ppm ppm average

DIS #1 Ref. [84] —88.6 —86.8 1.021 +0.020 1.015 £ 0.021
Ref.[85] —88.6 —87.8 1.009 £ 0.020

DIS #2 Ref. [84] —159.6 —156.6 1.019 £ 0.004 1.019 £ 0.0043
Ref.[85] —159.6 —156.7 1.019 £ 0.004

RES | Ref. [84] —-93.4 —82.2 1.137 £ 0.027 1.1095 £+ 0.0352
Ref.[85] —89.0 —82.2 1.082 £ 0.016

RES | Ref. [84] —65.5 —65.5 1.0002 £+ 0.0000 | 1.0205 =+ 0.0207
Ref.[85] —71.1 —68.3 1.0408 £ 0.0082

RES Il Ref. [84] —58.6 —59.1 0.9930 £ 0.0014 | 1.0005 4 0.0076
Ref.[85] —62.5 —62.0 1.0079 = 0.0016

RES IV Ref. [84] —117.5 —116.7 1.0063 £0.0013 | 1.0170 £ 0.0112
Ref.[85] —123.7 —120.4 1.0276 £ 0.0055

RES V Ref. [84] —103.9 —-101.4 1.0241 £ 0.0048 | 1.0134 + 0.0110
Ref.[85] —103.9 —103.6 1.0027 £ 0.0005

Table 18: Radiative correction factors. For each kinersattee simulated asymmetries using two resonance modedtianan. In kinematic regions
where the resonance models are not available, the crosrsecaling model was used. These asymmetries were iop¢|t [82) to obtain the
radiative correction factors. Results from the two modedsenaveraged to provide the final correctibs- f.., and the difference between the two
was combined with uncertainties of resonance models tHeesst® provide the total uncertainty gi..

3.9. Box Diagram Corrections

Box diagram corrections refer to effects that arise wheneteetron simultaneously exchanges two bosons (
~Z, or Z Z box) with the target, and are dominated by theand theyZ box diagrams. For PVES asymmetries, the
box diagram effects include those from the interference/benZ-exchange and they box, the interference between
~v-exchange and theZ box, and the effect of they box on the electromagnetic cross sections. Itis expectddtiare
is at least partial cancellation among these three termsbdk-diagram corrections were applied as

Abox—corrected _ (1 + fbox)AI;leas ) (84)

Corrections for theyy box effect to the measured electron asymmetry were estiintatbe £, b0« = —0.002 and
—0.003 for DIS #1 and #2, respectively. The effect of th& box for DIS kinematics was treated separately as part of
the electroweak radiative corrections and will be describeSec[4.4]1 [Eqs[(#5-88)]. For resonance kinematies, th
combined corrections foyy and~Z boxes (i.e. the full box correction) were estimated tofb%yZboxes = +0.005.

A relative 100% uncertainty was used for all box-diagrantections.

4. Results

4.1. Asymmetry results for both DIS and resonance settings

Table[TI9 presents the measured asymmetries along withkimeimatics, all corrections, and the final physics
asymmetry results. The andQ? values were obtained from the data and therefore were vegigbyt the scattering
cross section. The dithering-corrected asymmetries weed asAP*'»" and the difference between dithering and
regression methods were used as the systematic uncem&idfyf ' (see Tabl€]5). In addition to the corrections
and uncertainties presented in Section$ 3.5 thr@ugdh 3a@jtidee corrections from Rei:[_B4] were also applied to the
asymmetries. We chose asymmetries measured by the naiggers of the DAQ asi¢™*V because of the smaller
counting deadtime and the associated uncertainty. Allections were applied using EG._{57). The largest correstion
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Figure 21: Event distributions i (left) andQ? (right) for the six DAQ groups taken at setting RES |. The cage inW/ increases monotonously
from group 1 to 6. The red (the highest) histogram shows toleajltrigger events.

are due to beam polarization, DAQ deadtime, and electroriagadiative corrections. The largest uncertainties
come from the beam normal asymmetry and determination of)hgalues. We also note that the pair-production
background, though very small for the present experimenises an uncertainty typically one order of magnitude
larger than that from the charged pion background because@mnot reject pair-production background with PID
detectors.

4.2. Group trigger asymmetry results for resonance kingsat

The asymmetry data taken in the resonance region were atylartvalue: first, they provided the first PVES
asymmetries over the complete nucleon resonance regicmmdly, they can be used to provide the first test of quark-
hadron duality for electroweak observables. For nuclesonance study, fine-binning i is often desired, since it
may provide detailed resonance structure.

As described in ReflI$4], in addition to the so-called gladactron triggers that lead to the main results presented
in the previous section, the detector package was dividedgroups, for which group electron triggers were con-
structed, and data recorded in the same way as global tsig8etting RES I, Il and IV on the left HRS had six groups,
while setting RES I1l on the right HRS had eight groups. Theeknatics coverage varies between group triggers,
providing different coverage ii’. Figurel21 shows th@? and thelV coverage of all six groups for setting RES I. As
one can see, th@? coverage is similar but the” coverages of the six groups are different.

Although approximately (10-20)% events were recorded lyddjacent groups and the group trigger events were
not completely uncorrelated, asymmetries extracted fdividual groups allowed a study of tH&-dependence of
the asymmetry. Corrections to the raw asymmetry from grogpérs were applied in the same manner presented in
the previous section. Among all corrections, two corrediwere expected to vary among groups to an observable
level, and must be evaluated carefully for individual greugeadtime (rate-dependent) and electromagnetic regliati
corrections (kinematic-dependent). All other correcsieither do not depend on groups, or their kinematic varatio
is expected to be well below the statistical uncertaintynefineasurement.

Tabled2D anf21 show respectively for the left and the rigBHthe average kinemati¢B’) and(Q?), the raw
measured asymmetries, the two group-dependent corre¢tiomdividual groups, and the physics asymmetry results.
Corrections and uncertainties that do not depend on graegh@same as in Talle]19. Similar to DIS results, we used
the dithering-corrected asymmetries measured from thewaath triggers of the DAQ as raw-asymmetry inputs to
the analysis because the narrow path had smaller countadjides and associated uncertainties.

4.3. Test of quark-hadron duality using resonance PV asynegse

Figure[22 shows th&/-dependence of the group-trigger resonance asymmetrbtsref}éﬁgS of Tabled 2D anfl 21,
scaled byl /Q?. The data of adjacent bins in each kinematics typically lee26-30% overlap and are thus correlated,
while the lowest and the highest bins of each kinematics hager overlaps with their adjacent bins. Figlré 22
illustrates that all asymmetry data are consistent withttinee resonance models and with the DIS estimation. No
significant resonance structure is observed inlthelependence of the asymmetries.

The agreement with DIS-based calculations indicates thatkghadron dualit)JEG] holds for PVES asymmetries
on the deuteron at the) — 15% level throughout the resonance region, €@t values just below 1 (GeV)?. These
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Kinematics

DIS#1 Left DIS#2 | Right DIS#2 RES | RESII RESII RES IV RESV
E, (GeV) 6.067 6.067 4.867 4.867 4.867 6.067 6.067
6o 12.9° 20.0° 12.9° 12.9° 12.9° 15.0° 14.0°
E{, (GeV) 3.66 2.63 4.00 3.66 3.10 3.66 3.66
(Q?) data [(GEVIE)?] 1.085 1.901 0.950 0.831 0.757 1.472 1.278
(%) data 0.241 0.295 0.571 0.335 0.228 0.326 0.283
(W) data (GeV) 2.073 2.330 1.263 1.591 1.857 1.981 2.030
Y3 0.434 0.661 0.340 0.353 0.411 0.467 0.451
Ry 0.808 0.876 — - - - -
Ys Ry 0.351 0.579 — — — — —
APSTaV (npm) —78.45 —140.30 —139.84 —55.11 —63.75 —54.38 —104.04 —67.87
(stat.) +2.68 +10.43 +6.58 +6.77 +5.91 +4.47 +15.26 +21.25
(syst.) +0.07 +0.16 +0.46 +0.10 +0.15 +0.24 +0.26 +0.72
Corrections with systematic uncertainties
B, 88.18% 89.29% 88.73% 90.40% 90.40% 90.40% 89.65% 89.65%
AP, +1.76% +1.19% +1.50% +1.54% +1.54% +1.54% +1.24% +1.24%
1+ faepol 1.0010 1.0021 1.0005 1.0003 1.0009 1.0006 1.0008
(syst.) <10~* <10~* <10~ <10~ <10~ <10~*
1+ far 0.9999 0.9999 0.9999 0.9997 0.9998 0.9999 0.9998 0.9999
(syst.) +0.0024 +0.0024 +0.0024 40.0042 40.0042 40.0042 +0.0042 +0.0042
1+ fas 1.0147 1.0049 1.0093 1.0148 1.0247 1.0209 1.0076 1.0095
(syst.) +0.0009 40.0004 +0.0013 40.0006 +0.0023 +0.0041 +0.0004 0.0007
14 fre 1.015 1.019 1.1095 1.0205 1.0005 1.0170 1.0134
(syst.) +0.020 +0.004 +0.0352 +0.0207 +0.0076 +0.0112 0.0110
1+ fyybox 0.998 0.997 - - - - - -
L+ foryyZboxes — - 1.005 1.005 1.005 1.005 1.005 1.005
(syst.) +0.002 +0.003 +0.005 +0.005 +0.005 +0.005 +0.005 +0.005
Systematic uncertainties APYs /APhYS with no correction
charged pion +9x 1077 [ £6x 10> | £3x107° | £1.8 x 1071 [ £4.6 x 1072 | £1.9x 107* | £3 x 107> | £1.0 x 102
pair production +0.0004 +0.004 +0.002 +0.003 +0.003 +0.003 +0.003 +0.003
beamA,, +0.025 +0.025 +0.025 +0.025 +0.025 +0.025 +0.025 +0.025
Q? +0.0085 +0.0064 +0.0065 +0.0081 +0.0073 +0.008 +0.035 +0.037
rescattering < 0.002 < 0.002 < 0.002 < 0.002 < 0.002 < 0.002 < 0.002 < 0.002
target impurity +0.0006 +0.0006 +0.0006 +0.0006 40.0006 40.0006 +0.0006 +0.0006
Asymmetry Results
APDYS (ppm) —91.10 —160.80 —68.62 —T73.75 —61.49 —118.97 —77.50
(stat.) +3.11 +6.39 +8.43 +6.84 +5.05 +17.45 +24.27
(syst.) +2.97 +3.12 +3.26 +2.78 +2.06 +5.54 +3.84
(total) +4.30 +7.12 +9.04 +7.38 +5.46 +18.31 +24.57

Table 19: Asymmetry results ofi-2H parity-violating scattering from the PVDIS experimentJafb. The kinematics shown include the beam
energyE}, central angle and momentum settings of the spectromgtdr), the actual kinematics averaged from the data (crossesesiteighted)
(Q?%) and (z), the kinematics factol’s [calculated usingQ?), (z), E, and Eq.[2)], the PDF valence quark distribution functiotiora?y-
calculated from MSTW2008 [52] Leading-Order parametéioraand Eq[3]L, and the produtk Ry that provides the lever arm for isolating
the Ca4 contribution to the asymmetry. The electron asymmetridained from the narrow trigger of the DAQ with beam dithercwrections,
Aberaw were corrected for the effects from the beam polarizafignand many systematic effects including: the beam depotiizaffect
fdcpol, the target aluminum endcafy;, the DAQ deadtimefy, [54], the radiative correctiorf;. that includes effects from energy losses of
incoming and scattered electrons as well as the spectroraeteptance and detector efficiencies, and the box-diagoanection £, 1,0x (for
DIS) and f+,~ zboxes (fOr resonances). Systematic effects that do not requirerr@ation to the asymmetry include: the charged pion and the
pair production background , the beam normal asymmetryyticertainty in the determination ¢j2, the re-scattering background, and the target
impurity. Final results on the physics asymmetrigd™ys are shown with their statistical, systematic, and totalentainties.
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Group | 1 2 3 4 5 6

RES|

Q%) aata (GeV/)Z | 0.992 0.966 0948 0940  0.931 0.940

(W)qata(GeV) 1.119 1175 1.245  1.305 1.350 1.364
APSTY (hom) —30.84 —57.65 —54.01 —46.12 —60.24 —95.49

(stat.) 18.31 1434 1151  11.33 14.41 23.85

T+ fae 1.0077  1.0089 1.0105 1.0106  1.0088  1.0069
(syst.) 0.0004  0.0009  0.0004 0.0010  0.0008  0.0009

T+ fre 1.359 1.150  1.045  1.024 1.011 1.010

(syst.) 0.155 0031 0014  0.005 0.004  0.004
APEYS (ppm) —46.95 —74.35 —63.37 —53.05 —68.26 —107.89
(stat.) +27.87  +18.49 +1350 +13.03 +16.33  +£26.95

(syst.) +742  £3.36 4226  +1.77 4226  +3.58
(total) +28.84  +18.80 +£13.69 +13.15 +£16.48  +27.18

RESI

(Q%)qata(GeV/c)Z | 0.856 0849 0834  0.820  0.808 0.819

(W) data(GeV) 1.503 1533 1583  1.629 1.662 1.672
APSTY (hom) —60.67 —55.15 —77.16 —65.46 —65.92 —61.73

(stat.) 13.24 11.18 1055  10.57 12.95 20.71

1+ fae 1.0134  1.0152 1.0160 1.0158  1.0135  1.0107
(syst.) 0.0008  0.0017  0.0006 0.0014  0.0012  0.0015

T+ fre 1.032 1.017  1.012  1.000  0.995 0.995

(syst.) 0.006 0.003  0.002 <0.001  0.001 0.001
APPYS (ppm) 7056 —63.31 —8821 —73.94 —7391 —69.02
(stat.) +15.40 +12.83 +12.06 +11.94 +14.52 +£23.16

(syst.) +2.35 4209 4289  +242  4+242 4226
(total) +15.58  +£13.00 +12.40 +12.18  +14.72  +23.27

RES IV

Q%) aata[(GeV/)T | 1.531 1533 1473 1.442 1.427 1.378

(W) data(GeV) 1.901 1922 1978  2.020 2.049 2.071

APST (hom) —~103.29 —91.13 —8282 —117.19 —142.95  87.30

(stat.) 32.87 3221 2724  27.00  37.52 96.85

T+ fae 1.0057  1.0057 1.0061 1.0061  1.0055  1.0049
(syst.) 0.0003  0.0004  0.0003 0.0004  0.0004  0.0003

T+ fre 1.013 1.013  1.020  1.027 1.031 1.032

(syst.) 0.003 0.003  0.004  0.005 0.006 0.006
APBYS (ppm) —118.02 —104.13 —95.32 —135.81 —166.21 101.54
(stat.) +37.56  +36.80 +£31.35 +31.20 +£43.62 +112.65

(syst.) +5.43 4479  +439 4628 4770  +4.71
(total) +37.95 +£37.11 +31.66 +31.91 +44.30 +112.75

Table 20: From left HRS group triggersi¥’) and (Q2) from data (cross-section weighted), beam-(ditheringepated raw asymmetries from
narrow triggers, and group-dependent corrections. Ciiorecand uncertainties that do not depend on groups arethe as in Table719 and are
not shown here. After all corrections are applied, the fisghametries are shown in the last row for each setting. We dtdprerform a group
analysis for setting RES V.
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Group | 1 2 3 4 5 6 7 8
RES 11l

(0 qual(GeV/)Z] | 0.731 0710 0.730  0.744  0.761  0.777  0.796  0.799
(W) data(GeV) 1928  1.923  1.905 1.880  1.851  1.820 1790  1.771
Agict’raw(ppm) —58.62 —38.74 —56.02 —56.74 —56.67 —57.15 —52.57 —35.99
(stat.) 26.82 13.05 9.95 9.57 9.58 9.97 11.13 24.24

14 fat 1.0127 1.0148 1.0169 1.0174 1.0173 1.0170 1.0161 1.0127
(syst.) 0.0011  0.0010 0.0011 0.0010 0.0010 0.0010 0.0011 0.0012

14 fre 1.022 1.021 1.024 1.026 1.025 1.024 1.020 1.010
(syst.) 0.004 0.004 0.005 0.005 0.005 0.005 0.004 0.002
APYYS (ppm) —67.50 —44.66 —-64.90 —-65.90 —65.75 —66.22 —60.62 —40.96
(stat.) +30.88 +15.05 +11.53 +£11.12 +£11.12 £11.55 +12.83 +27.59
(syst.) +2.25 +1.49 +2.17 +2.21 +2.20 +2.21 +2.02 +1.36
(total) +30.97 +15.12 +11.73 +11.33 +£11.33 £11.76 +12.99 +27.62

Table 21: From right HRS group trigger$iW) and (Q?2) from data (cross-section-weighted), beam-(ditheriraysjected raw asymmetries from
narrow triggers, and group-dependent corrections. Ciorecand uncertainties that do not depend on groups ar@the as in TableZ19 and are not
shown here. After all corrections are applied, the final amgtniies are shown in the last row for each setting. We did adbpm a group analysis
for setting RES V.
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Figure 22: Color online From Ref. [4b]: W -dependence of the parity-violating asymmetries-i?H scattering in the nucleon resonance region.
The physics asymmetry resulzts‘;gs for the four kinematics RES 1, II, Il and 1V (solid circlespkd squares, solid triangles, and open triangles,
respectively), in parts per million (ppm), are scalediby)? and compared with calculations from Ré&f1[84] (Theory A i), Ref.[[85] (Theory
B, dotted), Ref.[[87] (Theory C, solid) and the DIS estimat{dash-double-dotted) using EG.132) with the extrapdlatd PDF[[88]. The vertical
error bars for the data are statistical uncertainties, eMhié horizontal error bars indicate the root-mean-squaltees of thelV coverage of each
bin. The experimental systematic uncertainties are shamheshaded bands at the bottom. For each of the four kinesnatilculations were
performed at the fixed;, and Q> values of each of the RES |, II, lll and IV settings and with a@ation in 1 to match the coverage of the data.
Theories B and C each have three curves showing the cenlmalsvand the upper and the lower bounds of the calculatiogettminties of the DIS
calculation were below 1 ppm and are not visible.
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results are comparable to the unpolarized electromagsteticture functions data which verified duality at the 10%
level for the proton and 15-20% for the neutron at simildrvalues, although the unpolarized measurements provided
better resolution il and covered a broader kinematic rar@ ELbIZIl 45].

4.4. Extraction of electron-quark effective couplifig, from DIS asymmetries
4.4.1. Calculation of PVDIS asymmetry sensitivity g

In order to extract the electron-quark VA couplin@s,, one must first study the sensitivity of the measured PVDIS
asymmetry taCs,. Equatior R was used for this purpose. In this section, mpuEq[2 will be explained in detail,
including all physical constants and couplings and thectine function evaluation. Uncertainties due to highestwi
effects will be discussed at the end.

Electroweak radiative corrections were applied to all dimgs used in the calculation of the asymmetry. The elec-
tromagnetic fine structure constantvas evolved to the measuré-values fromu gy |g2—o = 1/137.036 [51]. The
evaluation takes into account purely electromagneticwarpolarization. The Fermi constantis- = 1.1663787(6) x
1075 GeV2 [51]. TheC, 2, were evaluated using Table 7 and Eq. (114-115) of Ref. [86liameasured)?-values
in the modified minimal subtractioMS) scheme using a fixed Higgs makg; = 125.5 GeV:

2
OSM = —0.1887 — 0.0011 x 3 In((Q%)/0.14GeV?) (85)
CSM = 0.3419 — 0.0011 x %1 In((Q?)/0.14GeV?) (86)
CSM = —0.0351 — 0.0009 In((Q?)/0.078 GeV?) (87)
CHM = 0.0248 + 0.0007 In((Q?)/0.021 GeV?) (88)

and it is expected that the uncertainty is negligible. Eiquat[83E88) include the “charge radius effect” and an esstiim
of the interference betweepexchange and theZ box, but not the effect from they box. The effect from they
box was applied as a correction to the measured asymmetgsasioed in previous sections.

To express the measured asymmetries in term€£pf — C14 and2Cs,, — Cs4, we calculated alFf_QZ structure
functions in Eqs.[{Z]4.19) and the resultings contribution to the asymmetry, see Tablé 22. Here the appiation
Y; = 1 was used, which is valid iR” = RY4. Also shown in Tablg22 are values €, — C14 and2Cs,, — Caq
evaluated at th€)?-values of the measurement. Three different parton digidh functions (PDFs) were used: the
CTEQ/JLab (“CJ") fit@] which provides structure functmat the next-to-leading order (NLO), the CTLO [90] (NLO
only), and the leading-order (LO) MSTW2052] fits. The ©@Tdnd the MSTW2008 fits provide only PDF values
but not the structure functions. For these two fits the queken model (QPM) [Eqs{1[0-112)] was used to calculate
structure functions from PDFs. The paramaterization moisisle for our kinematics is the CJ fit, and it provides
three different sets: the medium (mid), minimum, and maximidowever the CJ fit is not applicable f@?-values
below 1.7 (GeVic)2. From theQ? = 1.901 (GeV/c)?> comparison we found that the result of the LO MSTW2008
fit is closest to CJ, therefore it was used to interpret@ie= 1.085 (GeVic)? result. Results in Table 22 were also
used for uncertainty estimation: the variation betweenouar fits (three fits folQ? = 1.901 (GeV/c)? and two fits
for Q? = 1.085 (GeVik)?) are at the level of relative 0.5% for the term and relative 5% for the; term of the
asymmetry.

As can be seen from Eq.(47.128), the; terms of the asymmetry are proportional to tfie, couplings, respec-
tively. This proportionality, i.e. the coefficient f@C,,, — C14 or 2Cy,, — Csq in the asymmetry, describes quantita-
tively the sensitivity to these couplings. To interpret tsymmetry results for botf)? values consistently, we used
the MSTW2008 LO values in TableP2 as the nominal values andddor DIS setting #1Asy = —87.7 &+ 0.7 ppm
where the uncertainty is dominated by that from the PDFs.sEmsitivity to the effective couplings is

Agm (115.63 ppm)(2C1y — C1a) + (40.26 ppm)(2C%, — Caq) (89)

(1.156 x 10™%) [(2C1,, — C1q) + 0.348(2C%, — Caq)] (90)

For DIS setting #2Asym = (—158.9 + 1.0) ppm and

Ay = (20222 ppm)(?C’lu — Old) + (12008 ppm)(?C’Qu — ng) (91)
(2.022 x 1074 [(2C14 — Cra) + 0.594(2C%, — Cay)] . (92)

The uncertainties in the sensitivity 20, — C14 and2C5,, — Co4 are 0.5% and 5%, respectively, as described in the
previous paragraph. The resulting uncertainty iifig, — C54 extraction due to the PDF fits £5(2C,, — C54)£0.011.
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Q%) =1.085 | (Q% = 1.901,
(z) = 0.241 (z) = 0.295
Physical couplings used in the Calculation
apm(Q?) 1/134.45 1/134.20
oM —0.1902 —0.1906
CcsM 0.3427 0.3429
205M — M —0.7231 —0.7241
CcSM —0.0375 —0.0380
CSM 0.0276 0.0280
205M — CSM —0.1025 —0.1039
a1, az terms inAgy, in ppm

CTEQ/JLab (CJ) full fit, mid NA —147.37,-12.12

min NA —147.41,-12.99

max NA —147.40, -13.07
“PDF+QPM” MSTW2008 LO —83.61,—4.13 | —146.43, —12.48
“PDF+QPM” CT10 (NLO) —84.06, —4.35 | —146.64, —12.89

coefficients forC;,, — Ci4,

20, — Caq in Agyr, in ppm

CTEQ/JLab (CJ) full fit, mid NA 203.52, 116.68
min NA 203.58,125.01
max NA 203.56, 125.78
“PDF+QPM” MSTW2008 LO 115.63,40.26 202.22,120.08
“PDF+QPM” CT10 (NLO) 116.25,42.41 202.51,124.08

Table 22: Comparison of Standard-Model (SM) prediction tfer asymmetryAsy, using different structure functions: LO MSTW2008][52],
(NLO) CT10 [90], and the CTEQ/JLab (CJ)[88] fits. The CJ fitslimle 3 sets — middle, minimal, and maximal — to provide theinal value of
the PDF and the uncertainties. Values dgs 5, (Q2) were calculated using g7 (Q2 = 0) = 1/137.036. The weak couplings at the measured
Q2-values,C$¥(Q?), were based on Table 7 and Eq. (114-115) of Ref. [89].
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The above calculation used the approximation fat= 1 which is valid if RY = RYZ. The effect of possible
differences betweeR"# andR” was studied in Ref@l]: to account for a shift of 1 ppm in tegrametry, 7.7% and
4.5% differences betweeR"# and R” are needed, for DIS settings #1 and #2, respectively. Sugk Wifferences
were considered highly unlikely and the uncertainty in tegnametry due to the possible difference betw&H and
R” was considered to be negligible compared to the statistioegrtainties of the measurement.

The higher-twist (HT) effects refer to the interaction beem quarks inside the nucleon at I@#%, where renormal-
ization of the QCD coupling breaks down. At a relatively IG¥%, but not low enough for the effective QCD coupling
to diverge, the HT effects introducel@Q?-dependence to the structure functions in addition tdit@? perturbative
QCD evolution. The HT effects modify the PVDIS asymmetnyotigh a change in the absorption cross-section ratio
R in Egs. [AL6), or through changes in the structure functaiosa;, andas of Eq. (3). The effect oriR” was esti-
mated in Ref.[[92] and was found to be negligible. StudiebeM T effects on the PVDIS asymmetry through changes
in the structure functions dates back to the SLAC E122 erpant @@4}, where it was argued that the HT effects
on thea; term of the asymmetry are very small. The most recent dismus®n HT effects of the PVDIS asymmetry,
represented by work in Refs. [95,96] 97], indicated thatfiecontribution to the:; term is at or below the order of
0.5%/Q? for thex range of this experiment, whe€ is in units of (GeV#)?.

There is no theoretical estimation of the HT effects ondhterm of the asymmetry. However, this term is bounded
by data on the neutrino structure functifly [@], which has the same quark contenf@f. If applying the observed
HY¥ higher-twistQ?-dependence tEQZ alone, one expects the asymmetry to shiftiy 7 ppm and4-1.2 ppm for the
lower- and the highe? results. We used these values as the uncertainty iastherm due to HT effects.

Overall, a combination of theoretical and experimentalrisisuon the HT effects indicate that they do not exceed
1% of our measured asymmetry. The uncertainties imthend theus terms due to HT were evaluated separately, and
the corresponding uncertainty 2@, — Cs4 is 0.012, and is quite small compared to the experimental unceigaint

4.4.2. Global fit to effective couplings , and Cy,

Including the two DIS points obtained by our experimentréhie enough data to perform a simultaneous fit to the
three linear combinations of effective couplings,, = C1, + 2 C14, 2 Cy,, — C14, and2 Cs,, — Coy. To do this, we
used the constraint extracted from atomic parity violatio€@s @] as quoted in Reﬁbg],

188 C1y +211C14 = 36.35 £0.21 , (93)

where we relied on the most recent atomic structure calonlat Ref. @]. We also employed the latest, result
from Ref. [31]:

2C1y + Ciqg —0.0004 = —0.032 £+ 0.006 , (94)

where the small adjustment on the left-hand side is from kket®n charge radiuﬂBQ]. Finally, we included the 11
data points of the SLAC-E122 experimdﬂt [9] listed in Tabledr these, we employed Eqg. (29) with= o(Q?) and

Rc = 0, while the values oRRs and Ry are shown in Tablel1. To account for the differéitof these measurements,
we adjusted the effective couplings using EqJ[85-88). Nt these corrections were applied to our DIS points as
well, see TablE22.

There are various E122 point-to-point errors which we addegiadrature (following the original publicatidﬂ [9]),
and then we added the result again quadratically to thestitatii errors (rather than linearly as in Ref. [9]). In adtit
a component of the polarization uncertainty was common tedh points. This resulted in a 5% correlated uncertainty
in the scale of the asymmetries. We constructed the comelspg covariance matrix and included it in our fits.

As for the two DIS points of the present experiment, we ernedh@ conservative side and approximated their
systematic (see Taldle]19) and theory uncertainties asdathelated. The latter are composed of PDF uncertainties of
0.76% and errors originating from higher twist (quark-duesrrelation) effects. The higher twist uncertaintieseent
separately and uncorrelated for thaeand theas terms. As explained in the previous section, the HT unaagtain
a1 term was taken to be.5%/Q? with Q2 in GeV, or 0.39 ppm averaged over DIS#1 and #2, and that fouftierm
was estimated fronf/; data to be 0.7 ppm and 1.2 ppm, repectively, for DIS#1 and DIS#

We then obtain the best fit result and correlation matrix,

Ciu+2C1g= 0.489+£0.005 1.00 —-0.94 042
2Ch, — Ciqg = —0.708 £0.016 | —0.94 1.00 —-0.45 (95)
2y, — Cyq = —0.145 £ 0.068 0.42 -0.45 1.00
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where they? per degree of freedom is 17.3/12, corresponding to a 14%apility. These results are shown in Fig] 23.
Figure[ZB shows our results have greatly improved the uaicgyton the effective coupling’,, 24 and are in good
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Figure 23: From Ref[[48]: results @BC1u—C1a)|g2—o and(2C2, —C24)| 92— from the present experiment. The right panel shows an exdarg
view with the vertical and the horizontal axis at the saméescehe new results (blue horizontal-line-hatched ellj@se compared with SLAC E122
(vellow ellipse) [B[B]. The latest data @ty , [31] (from PVES and Atomic C$[32. B3.134.135]) are shown aswagenta vertical-line-hatched band.
The green slanted-line-hatched ellipse shows the combisedt of SLAC E122 an d the latest; ;, while the red line-cross-hatched ellipse shows
the combined result of SLAC E122, the present experimentifemlatest's,. The Standard Model valui’'s,, —CQd\Q2:O = —0.0950+0.0004

is shown as the black dot, where the size of the dot is for Nityib

agreement with the Standard Model prediction. The resutf'gralone is [[ZB]

(2C2y, — C24) |g2=0 = —0.145=£0.066 (exp.) & 0.011 (PDF) £ 0.012 (HT) (96)
= —0.145 4 0.068 (total). (97)

We note that this is the first time we observe the combindtiéis,, — Co,) to be non-zero at the two standard deviation
level. Because th€', is axial-vector in nature at the quark vertex, the resultaf{7) can be interpreted as the first
direct evidence that quarks do exhibit a chirality prefeeswhen interacting with electrons through the neutral weak
force [98].

4.4.3. Extracting mass limits

A comparison of the present result 6h, », with the Standard Model prediction can be used to set masis lim
below which new interactions are unlikely to occur. For thses of electron and quark compositeness, we used the
conventions froniEQ] and the procedure followed by the LEEBoHaborations, as described in R@OO].

The new physics effective Lagrangian farinteractions is given b@Q]

2
g _ _
Leqg =75 D mij e 47" (98)
i,j=L,R

whereA is defined|f9_|9] for strong coupling.e. relative tog? = 4r. Fornr, = nrr = —nLr = —Nrr = 1, and

adding the SM contribution, one then obtains

G 1.

Leg = [TI;CQq(SM) + %} ev.e 7'y q (99)
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where §C5,SM is the deviation inC, from the SM value that may be related to beyond-the-SM plysic=
(vV2Gr)~1/? = 246.22 GeV is the Higgs vacuum expectation value which sets thereleeak scale.
If a measurement of the effective couplin,, or a fit to some data set, finds a central vadig, then the best
estimate of the new physics contribution would be given by

evueq Vg = =L evue vy,

g _ 4m _ Cog =~ C2y(SM)

N o2 (100)

For the expected (projected) limits, one assuihg = Cs,(SM), in which case the 90% CL central range 0y, is
given by

— 1.645 AOQq < 5C’Qq(new) < 1.645 AOQq s (101)

whereAC), is the total (statistical + systematic + theoreticaly Lincertainty from the extraction. The endpoints of
this range can be interpreted as the 95% CL upper and lowis lahC',. However, it is conventional to consider the
two possible sign choices gf /A2 as two different “models”, quoting two separate limits,. Half of the probability
distribution is then excluded by construction and one hasrormalize the remaining part. This amounts to the 95%
CL:

16Chq (new)| < 1.96 ACh, . (102)

In the general caségq # C24(SM), we find instead the 95% CL limits,

|Cog|* = £ [Cog — Cog(SM)] + V2 ACsq erf ™! |0.95 F 0.05 exf (Mﬂ ,

\/§ AC’2q

where

erf(z) = \/i% ; dte " (103)

is the Gauss error function aedf ' (z) is its inverse.
A complication arises if a given observable or data set (sisaine case at hand) is not sensitive to a specific flavor
operator. In the case whetieandd quarks are involved, we can rewrite,

£eu + £ed = % [CQu Q/YN/YSU + CZd CZW“W‘SCZ} ) (104)
in terms of two rotated operators,
é?}?tfz . — D . T D
Lew+ Leq = 507 (cos& Coy + sin € Cay) (cos{uy ~2u + sin € dyHy d)
e;;: (—siné Cay + cos€ Cag) (—sin€ uy"y°u + cos € dy"°d) . (105)

For example, in the operator basis in which

1
t = ——
ang =,

Eq. (I0%) becomes
eyue (209, + Caq) (2ur*~Pu + Jv“ﬁd)

Eeu + Eed =

202 NG V5
_ B — MBS+ 2dyHAsd

+€’7#28( Cau + 2C2q) (—Uy"y°u + 2dy"~°d) (106)
2v NG V5

Experiments in PVDIS on isoscalar targets are only semsitithe operator in the first line of E4.(106). The same
applies to the analogously defined rotation angle betweeadhpling<”;,, andC 4. In this case, the second line turns
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out to be proportional to the weak charge of the neutron. hewivords, the weak charge of the neutron (but not that
of the proton) contains exactly orthogonal informationttattprovided by our experiment.

We determined the combinatiohCs,, — Caq, in the last line of the fit result i (95). Currently, the SMegiction
is [2 Oy — Caq](SM) = —0.0949, and so the new physics scale corresponding to this opesdiounded (at the 95%

CL) by,
V587 V5871
A ALY L L) 107
7 NG, =G -\ Oaor = 2T TV (107)

V5871 V581
_— = _— = 11. rI? . ]_()E;
2Con — Coal~ "\ a0 = 42TV (108)

Results on the new mass limits are shown in Eig. 24. The imgmant on the”,, mass limit is approximately a factor

of v/5. We note that while collider experiments have set higheit$ion new compositeness that are vector-electron
and axial-vector-quark in nature, their observables ansigee to a combination of different chiral structuresdan
such limits can only be derived by assuming all other chegahts are zero. Such assumption is not necessary for the
present experiment since we measutgg directly. Equations(10/-108) provide model-independeass limits on

the electron-quark VA contact interactions and should tisfgad by any model of new physics.

15 |
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Figure 24: From Ref[[48]: Mass exclusion limits on the elestand quark compositeness and contact interactionsnebtdiom the zera>
values of2C1,, — C14 and2Cy,, — Co4 at the 95% confidence level. The yellow contour shows thet liiained from SLAC E122 asymmetry
results[[B[9] combined with the best , values|[31L]. The red contour shows the limit with our new fesadded.

5. Summary

In this paper we document the PVDIS experiment taken atrdefifielab using the 6 GeV longitudinally-polarized
electron beam. We archive the experimental setup, the datgsas procedure, all corrections applied to the asymynetr
and all asymmetry results. Asymmetry results from DIS sg#ti(Tabld_I9) were used to extract the electron-quark
effective couplings’y, 2, and the associate mass limits on new contact interactiohgesel'DIS results have been
published in Ref.[48]. Our results ok, improved over existing data by a factor of five and agreed wét the
Standard Model prediction. They also showed for the firsetimat2C5,, — Cy4 is non-zero at the two standard-
deviation level, indicating that the parity-violating assetry measured in electron deep inelastic scattering does

49



n12  receive a contribution from the quarks’ chiral preferenteéutral weak intearction. Mass limits on new electron-
s quark VA contact interactions were extracted from 0%, — Cs4 result, and have improved over existing limits from
ms  PVES by a factok/5. Our mass limits are valid for all new electron-quark cohiateractions that have the VA chiral
s Structure, and are complementary to limits obtained frotidey experiments.

1116 Asymmetries in the nuclear resonance region are report&@dbite[19 and theifV’-dependence in Tablés]20 and
uz [21. These results were published previously in Ref. [49]r @sonance asymmetry results are in good agreement
ms  With theoretical predictions. They also agree well with RESculations extended to our kinematics, and do not show
mo distinct resonance structure. This indicates that quaidkdn duality works for PVES asymmetries at the 10-15%
u2 level.

121 We also report on parity-violating asymmetries of inclespion production (Tablds 9 afd]10), pair production
12 (TabldI3), and beam-normal asymmetries (TRDle 16). Thatsemre useful for background evaluation for other PVES
123 experiments, including those planned for the JLab 12 Gegnair.

122 Appendix A. Formalism for beam depolarization calculation

1125 The beam depolarization was calculated using Eq.(9.11)30f@]:
kK [ — G, (¥ — 3¢0)]

(3 + )1 — 2er1eatn

D(p1,¢1) = (A.1)
uz  Wheree; » are the energy of the electron before and after bremstrafungit of the electron mass:.c?, k is the

127 bremstralung photon energy in unitmf. 2, fis the polarization vector of the electron wigh, = 1 for longitudinally
s polarized electrons, ang; , are given in the “complete screening” limit by

Y = 4In(111Z27Y3) 42— 4f(Z) = 4[In(183Z271/3) — f(2)), (A.2)
vy = 4[In(18327Y3) — f(2)] - ; (A.3)
u2e  The functionf (Z) is
= 1
f(2) = @)  ——5— (A.4)
ngl n(n? + a?)

uso Witha = (Ze?/h/c).

131 The “complete screening” limit is defined @s¢ /6 > 1 wherep; = (Z'/3/121)b; with b, = 6, b, = 1.2 and
ue bz = 0.3; & = 1/(1 +u?) with u = p161; andd = k/(2¢1¢€2). Herepy, p> are momentum of the electron before and
nzw  after bremstralung in unit of..c, andd,, 0, are the angles betwegh, p> and the photoﬁ, respectively. Because for
us  high energy electrong, is very smallu ~ 0 and¢ ~ 1. Putting all notations together, the complete screenimd Is

Z1/3 Z1/3
Bis Tor bi o TNy (A.5)
0 (1 + 6%0%) 26?62 26?62 + %kH%

s where the approximation is valid if < €; (which impliese; =~ e; andk < €5) and the complete screening condition
use IS satisfied ife; o > 1. For the 6-GeV beam used in this experimentz 12000 andk < ¢, therefore the complete
uy  Screening limit can be used.
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