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The parity-violating asymmetries between a longitudinally-polarized electron beam and a unpolarized deu-
terium target have been measured recently. The measurementcovered two kinematic points in the deep inelastic
scattering region and five in the nucleon resonance region. We provide here details of the experimental setup,
data analysis, and results on all asymmetry measurements including parity-violating electron asymmetries and
those of inclusive pion production and beam-normal asymmetries. The parity-violating deep-inelastic asymme-
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tries were used to extract the electron-quark weak effective couplings, and the resonance asymmetries provided
the first evidence for quark-hadron duality in electroweak observables. These electron asymmetries and their
interpretation were published earlier, but are presented here in more detail.
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I. PHYSICS MOTIVATION125

Parity symmetry implies that the physics laws behind a system remain the same when the system undergoes a space-reversal126

(parity) transformation. A simplified version of such transformation, in which only one dimension is reversed, mimics amirror127

reflection, and thus parity symmetry is often called mirror symmetry. Among all known interactions of nature, electromagnetic,128

strong, and gravitational forces respect parity symmetry,but the weak force does not, as first postulated by Lee and Yang[1],129

and verified experimentally in nuclearβ-decay by Wuet al. [2], in 1957.130

For spin-1/2 elementary particles (elementary fermions),the standard scheme to describe how they violate parity symmetry is131

to use their chirality, an abstract concept defined by theγ5 Dirac matrix, the chiral operator in quantum electrodynamics. In the132

ultra-relativistic limit or for massless particles, chirality becomes the experimentally accessible helicity: A particle is defined to133

be in a right(left)-handed helicity state, when it is spinning in the same (opposite) direction as its linear momentum. Since parity134

transformation changes a right-handed chiral state to left-handed and vice versa, parity violation implies that the fermion’s weak135

charge must depend on the its chiral state. This feature is different from the electric charge for the electromagnetic interaction,136

the color charge for the strong nuclear force, and the energy-momentum tensor for gravity.137

In the decade that followed the first observation of parity violation, many theories were proposed to explain this phenomenon.138

Among them is the Glashow-Weinberg-Salam (GWS) theory [3–5] of electroweak unification. In this theory, the charged-weak139

force behindβ-decays only acts on left-handed spin-1/2 elementary particles (elementary fermions) and right-handed anti-140

fermions, thus violates parity to the maximal degree. The theory also predicted the existence of a new, neutral weak force carried141

by an electrically-neutral boson, theZ0. Unlike theW± bosons that carry the charged-weak force, theZ0 does interact with both142

chiral states of all fermions and anti-fermions. For neutral-weak interactions, the difference in the fermion’s weak-interaction143

strengths between its left- and right-handed chiral statesis described by the weak axial chargegA, while the average of the two is144

called the weak vector chargegV . In the GWS theory,gA equals the particle’s weak isospinT3: gA = T3 = 1/2 for up, charm,145

top quarks and neutrinos, and−1/2 for down, strange and bottom quarks and electrons; andgV is related to the particle’sT3 and146

electric chargeQ: gV = T3 − 2Q sin2 θW , with θW the weak mixing angle, a parameter that describes how the electromagnetic147

interaction is unified with the weak force. Antiparticles have opposite weak isospin and electric charge, and thus opposite gA148

andgV as their particle counterparts. The fact thatgA = ±1/2 for elementary fermions implies that they all have a chirality149

preference in neutral-weak interactions.150

The Z0 was soon observed in the 1970’s in both neutrino [6, 7] and electron scattering experiments [8, 9]. In electron151

scattering, parity violation is observed by a difference (an asymmetry) in the scattering cross sections between left-and right-152

handed electrons from an unpolarized target:153

APV ≡ σR − σL

σR + σL
. (1)

In the most recent decades, parity-violating electron scattering (PVES) has been used primarily in the elastic scattering region.154

In elastic kinematic settings, the target nucleus remains whole during its interaction with the electron and the strong-interaction155

that binds quarks together to form the nucleon (or binds nucleons together to form the nucleus) is not disturbed. ElasticPVES156

asymmetry has been used to study the internal structure of the target that cannot be revealed through electromagnetic interactions.157

For example, elastic scattering from the proton and light nuclei has been used to study whether sea quarks contribute to the158

nucleon’s structure, that is, whether the strange and the anti-strange quarks are distributed differently after theircreation. Such159

nucleon strange form factor experiments have been carried out at many different facilities worldwide, such as the SAMPLE160

experiment [10–14] at MIT Bates, the A4 experiment at MAMI/Mainz [15–17], the HAPPEX experiments [18–23] in JLab Hall161

A, and theG0 experiment [24–26] in JLab Hall C. In the recent PREX experiment [27, 28], elastic scattering from208Pb has162

confirmed a difference in the spatial distributions betweenprotons and neutrons inside this heavy nucleus.163

On the other hand, of particular value to testing the Standard Model is the so-called deep inelastic scattering (DIS) regime,164

where the energy and momentum transferred from the electronto the target are so high that it probes the quarks directly, and165

that the strong interaction among quarks become negligibledue to the so-called “asymptotic freedom” phenomenon. The parity-166

violating deep inelastic scattering (PVDIS) asymmetry is determined by the effective electron-quark couplingsC1q andC2q,167

weighted by kinematic factors and the well-determined DIS structure functions. In the Standard Model tree-level diagram, the168

C1q, C2q couplings are the product of the electron and quark weak charges:C1q = 2ge
Ag

q
V (the effective electron-quark AV169

coupling), andC2q = 2ge
V g

q
A (the effective electron-quark VA coupling).170

The first PVES experiment [8, 9], E122 at the Stanford Linear Accelerator Center (SLAC) by Prescottet al., was performed171

in the DIS region and provided the first measurement of the weak mixing anglesin2 θW . The E122 results were in good172

agreement with predictions from the GWS-theory, establishing it as a cornerstone of the now Standard Model of particle physics.173
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The thirty years that followed witnessed a vast amount of Standard-Model-test experiments. Among those that determinethe174

weak charges of elementary particles, the most precise measurement of the electron weak charges came from PVES on an175

electron target [29, 30] that providedC2e = 2ge
V g

e
A. The best result on the effective electron-quark AV couplingsC1q is from a176

combination [31] of elastic PVES [18–26] and atomic parity violation experiments [32–35].177

On the other hand, determination of theC2q couplings from PVES is difficult: For elastic scattering, the asymmetry component178

sensitive to the quark chirality (spin) is not directly determined by theC2q , but by the nucleon’s axial form factorGA. Extracting179

C2q fromGA [11–14] depends on hadronic models and is subject to large uncertainties in the radiative corrections. For DIS, the180

quark-chirality-dependentC2q contribution to PVDIS asymmetry is kinematically suppressed because of angular momentum181

conservation, similar to the way in which the quark-spin-dependent contribution to the unpolarized cross section is suppressed.182

The small value ofge
V further reduces theC2q contribution to the PVDIS asymmetry. Until the experiment reported here was183

carried out, the only direct data onC2q were from SLAC E122.184

In addition to DIS and elastic scattering, another kinematic region accessible in electron scattering is the nucleon resonance185

region. In this region, the nucleon is excited by the energy and momentum transferred from the electron, but the strong interac-186

tion among quarks is not negligible (unlike in DIS). The nucleon resonance region therefore provides a transition between the187

quark and gluon degrees of freedom of DIS to hadron degrees offreedom of elastic scattering. Inclusive measurements in the188

nucleon resonance region have demonstrated a remarkable feature called “quark-hadron duality”, first pointed out by Bloom and189

Gilman [36], in which the low-energy (few GeV) cross sections averaged over the energy intervals of the resonance structures190

resemble those measured at asymptotically high energies ofDIS. Over the past decade, duality has been verified in the unpo-191

larized structure functionsF2 andFL at four-momentum-transfer-squaredQ2 values below 1 (GeV/c)2 [37–41], in the proton192

spin asymmetryAp
1 down toQ2 = 1.6 (GeV/c)2 [42], in the spin structure functiong1 down toQ2 = 1.7-1.8 (GeV/c)2 [43, 44],193

in the helicity-dependent structure functionsH1/2,3/2 [45], and for charged pion electroproduction in semi-inclusive scatter-194

ing [46]. It was speculated that duality is a universal feature of the quark-hadron transition that should be exhibited not only in195

electromagnetic interactions, but also in charged lepton scattering via the weak interactions [47], and perhaps otherprocesses as196

well.197

We report here details of a PVDIS experiment that was carriedout at the Thomas Jefferson National Accelerator Facility (Jef-198

ferson Lab, or JLab) in 2009, JLab E08-011. During this experiment, PVES asymmetries on a deuterium target were measured199

at two DIS and five nucleon resonance kinematic settings. Theprecision of the DIS measurement was higher than that of E122,200

and the kinematics were optimized for the extraction of theC2q couplings. The DIS asymmetry and theC2q couplings were201

published in Ref. [48], which improved over previous data bya factor of five. Data taken at resonance settings had larger uncer-202

tainties, but nevertheless provided the first PVES data covering the whole nucleon resonance region. The resonance asymmetry203

results were published in Ref. [49] which provided the first observation on quark-hadron duality on parity-violating observ-204

ables. In this archival paper we first review the formalism for PVDIS, the SLAC E122 experiment, then report the new JLab205

experiment E08-011 including its apparatus, data analysis, and all systematic uncertainties. In addition to PVES asymmetries,206

we report asymmetry results on inclusive pion production, pair-production, and beam-normal asymmetries. Finally, weprovide207

interpretations of the electron asymmetries in DIS and the nucleon resonance regions.208

A. Formalism for Parity-Violation in Electron Inelastic Scattering209

For inelastic electron scattering off a nucleon or nuclear target, the parity-violating asymmetry originates from theinterference210

between photon- andZ0-exchanges from the electron to the target (Fig. 1). This asymmetry can be written as [50]

, q)(ν

e (E)

e (E’)

γ

e (E)

e (E’)

Z 0

FIG. 1: The electron exchanges either a virtual photon (left) or a virtual Z0 (right) with the target. The interference between these two
processes leads to a parity-violating asymmetry between left- and right-handed electrons.
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211

APV = − GFQ
2

4
√

2πα

[

a1(x,Q
2)Y1(x, y,Q

2) + a3(x,Q
2)Y3(x, y,Q

2)
]

, (2)

whereGF is the Fermi constant,α is the fine structure constant,y = ν/E = (E − E′)/E is the fractional energy loss of212

the electron withE andE′ the incident and the scattered electrons’ energy,Q2 ≡ −q2 is the negative of the four-momentum213

transferred from the electron to the targetq, squared:214

Q2 = 2EE′(1 − cos θ) (3)

with θ the electron scattering angle. The Bjorken scaling variablex is defined as215

x ≡ Q2/(2Mν) , (4)

with M the proton mass. Another important variable is the invariant mass of theγ-nucleon (orZ0-nucleon) system, which for a216

fixed nucleon target is given by217

W 2 = M2 + 2Mν −Q2 . (5)

Typically, the regionM < W < 2 GeV is the nucleon resonance region andW > 2 GeV corresponds to the DIS region.218

The kinematic factorsY1,3 are defined as219

Y1 =

[

1 +RγZ

1 +Rγ

] 1 + (1 − y)2 − y2
[

1 − r2

1+RγZ

]

− xyM
E

1 + (1 − y)2 − y2
[

1 − r2

1+Rγ

]

− xyM
E

(6)

and220

Y3 =

[

r2

1 +Rγ

]

1 − (1 − y)2

1 + (1 − y)2 − y2
[

1 − r2

1+Rγ

]

− xyM
E

, (7)

wherer2 = 1 + Q2

ν2 , andRγ(γZ)(x,Q2) is the ratio of the longitudinal to transverse virtual photon electromagnetic absorption221

cross sections (γ − Z0 interference cross sections). With some algebra, one can express thexyM/E term byr2 andy2 and222

Eqs.(6,7) change to (as in Ref. [51]):223

Y1 =

[

1 +RγZ

1 +Rγ

] 1 + (1 − y)2 − y2

2

[

1 + r2 − 2r2

1+RγZ

]

1 + (1 − y)2 − y2

2

[

1 + r2 − 2r2

1+Rγ

] (8)

and224

Y3 =

[

r2

1 +Rγ

]

1 − (1 − y)2

1 + (1 − y)2 − y2

2

[

1 + r2 − 2r2

1+Rγ

] . (9)

To a good approximationRγZ can be assumed to be equal toRγ , resulting inY1(x, y,Q
2) = 1.225

Thea1,3 terms in Eq. (2) are226

a1(x) = 2ge
A

F γZ
1

F γ
1

, (10)

a3(x) = ge
V

F γZ
3

F γ
1

, (11)

where the structure functions,F γ,γZ
1,3 , can be interpreted in the quark-parton model (QPM) in termsof the parton distribution227

functions (PDF)qi(x,Q2) andq̄i(x,Q2) of the target:228

F γ
1 (x,Q2) =

1

2

∑

Q2
qi

[

qi(x,Q
2) + q̄i(x,Q

2)
]

, (12)

F γZ
1 (x,Q2) =

∑

Qqig
i
V

[

q(x,Q2) + q̄i(x,Q
2)
]

, (13)

F γZ
3 (x,Q2) = 2

∑

Qqig
i
A

[

qi(x,Q
2) − q̄i(x,Q

2)
]

. (14)
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Here,Qqi denotes the quark’s electric charge and the summation is over the quark flavorsi = u, d, s · · · . Equations (11,14)229

show that thea3(x,Q
2) term involves the chirality of the quark (gi

A) and therefore is suppressed by the kinematic factorY3 due230

to angular momentum conservation. It vanishes at the forward angleθ = 0 or y = 0, and increases withθ or y at fixedx.231

In most world parameterizations, it is common to fit the structure functionsF2 andR simultaneously to cross-section data.232

They are related through233

F
γ(γZ)
2 =

2xF
γ(γZ)
1 (1 +Rγ(γZ))

r2
, (15)

or equivalently:234

F
γ(γZ)
1 =

r2F
γ(γZ)
2

2x(1 +Rγ(γZ))
. (16)

In the QPM with the Bjorken scaling limitQ2 → ∞ at fixedx, the ratiosRγ(γZ) are zero, andr = 1. Hence one can construct235

theF2 structure functions from PDFs as236

F γ
2 (x) = 2xF γ

1 (x) = x
∑

Q2
qi

[qi(x) + q̄i(x)] , (17)

F γZ
2 (x) = 2xF γZ

1 (x) = 2x
∑

Qqig
i
V [qi(x) + q̄i(x)] . (18)

Note that the use of the approximationF2 = 2xF1 does not affect thea1 term of the asymmetry, since the extra termsr2 and2x237

in the numeratorF γZ
1 and the denominatorF γ

1 cancel.238

For electron scattering, one defines the product of the electron and the quark weak couplings as the effective weak coupling239

constantsC1q,2q. In leading order of one-photon and one-Z0 exchanges between the electron and the target (Fig. 1),240

C1u = 2ge
Ag

u
V , C2u = 2ge

V g
u
A , (19)

C1d = 2ge
Ag

d
V , C2d = 2ge

V g
d
A. (20)

Using the appropriate electric charge and the weak isospin of quarks, they are related to the weak mixing angleθw as241

C1u = 2ge
Ag

u
V = 2

(

−1

2

)(

1

2
− 4

3
sin2 θW

)

= −1

2
+

4

3
sin2 θW , (21)

C2u = 2ge
V g

u
A = 2

(

−1

2
+ 2 sin2 θW

)(

1

2

)

= −1

2
+ 2 sin2 θW , (22)

C1d = 2ge
Ag

d
V = 2

(

−1

2

)(

−1

2
+

2

3
sin2 θW

)

=
1

2
− 2

3
sin2 θW , (23)

C2d = 2ge
V g

d
A = 2

(

−1

2
+ 2 sin2 θW

)(

−1

2

)

=
1

2
− 2 sin2 θW . (24)

In Standard-Model-test experiments, new physics that can be accessed by PVES asymmetries typically cannot be described242

by the one-boson exchange of Fig. 1 and Eq. (19-24) are no longer valid. In this case, one writes [91]243

C1u = geu
AV , C2u = geu

V A , (25)

C1d = ged
AV , C2d = ged

V A, (26)

and the corresponding Feynman diagrams change from Fig. 1 toFig. 2. TheC1q, C2q couplings therefore provide information244

on new contact interactions beyond the Standard Model. Notethat even thoughC1,2 cannot be factorized into an electron and a245

target vertex, their chiral property remains the same.246

The formalism of inelastic PV asymmetries, Eq. (2), can be simplified as follows: Definingq±i (x) ≡ qi(x) ± q̄i(x), one has247

in the QPM248

a1(x) = 2

∑

C1iQqiq
+
i (x)

∑

Q2
qi
q+i (x)

, (27)

a3(x) = 2

∑

C2iQqiq
−
i (x)

∑

Q2
qi
q+i (x)

. (28)
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e (E)

e (E’)

FIG. 2: Feynman diagram for contact interactions, used commonly to describe beyond-Standard-Model interactions.

For an isoscalar target such as the deuteron, neglecting effects from charm and bottom quarks, and assumings = s̄, c = c̄ and249

the isospin symmetry thatup = dn, dp = un [u, dp(n) are the up and down quark PDF in the proton (neutron)], the functions250

a1,3(x) simplify to251

a1(x) =
6 [2C1u(1 +RC) − C1d(1 +RS)]

5 +RS + 4RC
, (29)

a3(x) =
6 (2C2u − C2d)RV

5 +RS + 4RC
, (30)

where252

RC ≡ 2(c+ c̄)

u+ ū+ d+ d̄
, RS ≡ 2(s+ s̄)

u+ ū+ d+ d̄
, and RV ≡ u− ū+ d− d̄

u+ ū+ d+ d̄
. (31)

The asymmetry then becomes253

APV =

(

3GFQ
2

2
√

2πα

)

2C1u[1 +RC(x)] − C1d[1 +RS(x)] + Y3(2C2u − C2d)RV (x)

5 +RS(x) + 4RC(x)
. (32)

The factorY3RV is therefore crucial in accessing theC2q.254

If one neglects sea quarks completely (RC = RS = 0,RV = 1), the deuteron becomes equal amount of up and down valence255

quarks only (the “valence quark only” picture). In this caseno PDF is needed:256

a1(x) =
6

5
(2C1u − C1d) , a3(x) =

6

5
(2C2u − C2d) , (33)

which lead to [52]257

APV =

(

3GFQ
2

10
√

2πα

)

[(2C1u − C1d) + Y3(2C2u − C2d)] . (34)

This expression can be used to estimate how the PDFs affect the interpretation of the asymmetry measurement.258

B. Previous Data on Electron-Quark VA Coupling259

The SLAC E122 experiment [8, 9] was the only PVDIS measurement before the present experiment. During the E122260

experiment, a longitudinally polarized electron beam was scattered from 30-cm long unpolarized proton and deuteron targets261

atQ2 values ranging from 1.05 to 1.91 (GeV/c)2. Four beam energies: 16.2, 17.8, 19.4 and 22.2 GeV were used.Scattered262

electrons were collected in a magnetic spectrometer at 4◦ by integrating signals from a gas Cherenkov detector. Data from the263

two highest beam energies were published as [8]APV /Q
2 = (−9.5 ± 1.6) × 10−5 (GeV/c)−2. The averagey value was 0.21264

and the averageQ2 was 1.6 (GeV/c)2. They-dependence of the asymmetry was used to determine the valueof sin2 θW . The265

E122 asymmetries for 11 individual kinematic settings werepublished in Ref. [9]. We re-analyzed the E122 kinematics using266

the latest PDF fits (see A) and extracted the coupling combination 2C2u − C2d and2C1u − C1d from their asymmetry results.267

These results are shown as the yellow ellipse in Fig. 3. Also shown in Fig. 3 is the most recent fit [31] toC1q data from all elastic268

PVES and Cs atomic parity violation experiments. One can seethat the uncertainty on the2C2u − C2d is nearly two orders of269

magnitude larger than on2C1u − C1d.270
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FIG. 3: [Color online] Previous data onC2q . The yellow ellipse represents a simultaneous fit toC1q andC2q using only the SLAC E122
asymmetries [9] re-analyzed using the latest PDF fits (see A). The magenta vertical band represents the bestC1q data [31], and the green
ellipse the combined fit of the E122 asymmetries and the bestC1q . The right panel shows an enlarged view with the vertical andthe horizontal
axis at the same scale.

II. APPARATUS271

The experiment was performed in experimental Hall A at JLab.The floor plan for Hall A is shown schematically in Fig. 4.272

A 105µA longitudinally polarized electron beam was incident on a 20-cm long liquid deuterium target, and scattered electrons273

were detected by the two High Resolution Spectrometers (HRS) [53] in inclusive mode. A series of beam diagnostic devices274

was used to measure the beam energy, position, and current. ALuminosity Monitor was located downstream from the target to275

monitor target density fluctuation and possible false asymmetries. For DIS measurements the beam energy used was 6 GeV, the276

highest achievable with the continuous electron beam accelerator facility (CEBAF) of JLab before its 12 GeV Upgrade.277

The experimental techniques for measuring small asymmetries of order 1 part per million (ppm) or less have been successfully278

used in the HAPPEx experiments [18–23] and the PREx [27] experiment in JLab Hall A. These two experiments had maintained279

systematic uncertainties associated with beam helicity reversal at the10−8 level. The asymmetries sought for in this experiment280

were of order102 ppm with required statistical accuracies at the(3 − 4)% level, which were two orders of magnitude larger281

than the systematic uncertainty established in the recent PVES experiments. The main challenge of the experiment was a282

reliable rejection of the large pion electro- and photo-production background (that is only present in inelastic scattering) while283

identifying electrons at high rates. While the standard HRSdetector package and data acquisition (DAQ) system routinely284

provide high particle identification (PID) performance, they are based on full recording of the detector signals and arelimited285

to event rates of 4 kHz. This is not sufficient for the few-hundred kHz rates expected for the present experiment. A new DAQ286

electronic system was built to count event rates up to 600 kHzwith hardware-based particle identification. See Ref. [54]for a287

complete report on the DAQ design, its PID performance, deadtime effects, and the quality of the asymmetry measurement.The288

standard DAQ of the HRS will be referred to as the HRS DAQ hereafter.289

The apparatus and its effect on the measured asymmetry are presented in this section. The polarized electron beam will be290

described first (section II A), followed by descriptions of the beam monitors (section II B), the beam polarimetry (section II C),291

the target system (section II D), and the spectrometers and detectors (section II E).292
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FIG. 4: Schematic floor plan of the 6 GeV PVDIS experiment in Hall A at JLab. The electron beam enters from the left, passes through a series
of monitoring devices such as the ARC and the eP for energy measurement, Compton and Møller polarimeters for polarization measurement,
the beam charge monitor (BCM) and the beam position monitor (BPM), then scatters from a liquid D2 target in the middle of the hall. The
scattered electrons were detected in the HRS pair in inclusive mode.

A. Polarized Electron Beam293

The electron beam was produced from a strained superlatticeGaAs/GaAsP photocathode illuminated by circularly polarized294

laser light [55]. The laser polarization is controlled by a Pockels cell. By reversing the high voltage on the Pockels cell, the295

sign of the laser circular polarization flips and the direction of the electron spin at the target is reversed every 33 ms [56]. These296

33-ms periods are called “beam helicity windows” or simply “windows”. Data collected in the first 0.5 ms of each window are297

rejected to allow the Pockels cell to settle. During this experiment, the helicity of the electron beam was controlled bya helicity298

signal, and followed a quartet structure of either “RLLR” or“LRRL”, with each state lasting 33 ms and the first state of each299

quartet selected from a pseudorandom sequence [19–22]. Thehelicity signal was sent to the data acquisition system after being300

delayed by eight helicity states (two quartets). This delayed helicity sequence controlled the data collection. The helicity signal301

was line-locked to the 60 Hz line, thus ensuring a good cancellation of the power-line noise.302

To reduce possible systematic errors, a half-wave plate (HWP) was inserted intermittently into the path of the polarized laser,303

which resulted in a reversal of the actual beam helicity while keeping the helicity signal sequence unchanged. Roughly equal304

statistics were accumulated with opposite HWP states for the measured asymmetry, which suppressed many systematic effects.305

The expected sign flips in the measured asymmetries between the two beam HWP configurations were observed.306

The direction of the beam polarization could also be controlled by a Wien filter and solenoidal lenses near the injector [57].307

After accelerating, the beam was directed into Hall A, whereits intensity, energy and trajectory on target were inferred from the308

response of several monitoring devices. The beam monitors and the scattered electron trigger signals from the DAQ were inte-309

grated over the helicity window and digitized, from which raw cross-sectional asymmetriesAraw were formed, see section III A.310

To keep spurious beam-induced asymmetries under control atwell below the ppm level, careful attention was given to the design311

and configuration of the laser optics leading to the photocathode. A specialized DAQ system (called the HAPPEx DAQ) [18–23]312

was used to provide feedback at the photocathode to minimizethese beam asymmetries [56]. Measurement of the polarization313

of the beam will be described in section II C and the polarization results in section III D.314

B. Beam Monitoring and Rastering315

As a direct input to the asymmetry extraction, the beam intensity was measured by two microwave cavity Beam Current316

Monitors (BCMs) and an Unser monitor located 25 m upstream ofthe target [53]. In addition, helicity correlations in the beam317

properties such as energy and position could add systematicuncertainties and widen the uncertainty ofAraw, and thus are a318

primary concern for parity-violation experiments. At JLab, the beam position is measured by “stripline” monitors [58], each of319

which consists of a set of four thin wires placed symmetrically around the beam pipe. The wires act as antennae that provide a320

signal, modulated by the microwave structure of the electron beam, that is proportional to the beam position as well as intensity.321

Two such Beam Position Monitors (BPMs) are available in HallA, located 7.524 m (BPMA) and 1.286 m (BPMB) upstream322

of the target center. Beam positions measured at BPMA and BPMB were extrapolated to provide the position and the incident323

angle at the target. An additional BPM (BPM12x) is availablein the arc section of the beamline just before it enters the hall to324

monitor changes in the beam energy.325
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The electron beam at JLab has a nominal spot size of 100-200µm (root-mean-square or rms value). To avoid over-heating326

the target, the beam is routinely moved at 20 kHz by a rastering system consists of two sets of steering magnets located 23 m327

upstream of the target. This fast rastering system can deliver beam with a uniform elliptical or rectangular distribution of size328

between 100µm and several mm at the target. A square distribution of approximately4 × 4 mm2 was used for this experiment.329

The exact correspondence between BPM signals and the actualbeam position at the target varies with beam energy and must330

be calibrated. In addition, the BPM information is not fast enough to provide event-by-event information and the rastercurrents331

must be used to calculate real-time beam position on the target. Establishing the relation between BPM signals and beam332

positions, and between raster currents and the beam positions, is part of the BPM calibration described in section III E 1.333

C. Beam Polarimetry334

Three beam polarimetry techniques were available for the present experiment: a Mott polarimeter in the injector of the335

linac, and a Møller and a Compton polarimeter in Hall A. The Mott and the Møller measurements must be done separately336

from production data taking, while Compton measurements are non-intrusive. The Mott polarimeter [59–62] is located near337

the injector to the first linac where the electrons have reached 5 MeV in energy. During the beam normal asymmetryAn338

measurement, it was used for setting up the transversely-polarized beam and verifying that the beam polarization was fully in the339

vertical direction. In the following we will describe the principle of only the Møller and Compton polarimeters. For production340

runs, since the Mott polarimeter measures only the polarization at the injector which can differ from the beam polarization in the341

experimental hall, its results were not used directly in ouranalysis.342

1. Møller Polarimeter343

A Møller polarimeter [53] measures the beam polarization via a measurement of the asymmetry in~e− ~e (Møller) scattering,344

which depends on the beam and target polarizationsP beam andP targ
Møller, as well as on the Møller scattering analyzing power345

Ath
M :346

AM =
∑

i=X,Y,Z

(Ath
Mi · P targ

i,Møller · P beam
i ) . (35)

Here,i = X,Y, Z defines the projections of the polarizations withZ parallel to the beam andOXZ the Møller scattering plane.347

The analyzing powersAth
Mi depend on the scattering angle in the~e− ~e center-of-mass (CM) frame,θCM, and are calculable in348

QED. The longitudinal analyzing power is349

Ath
MZ = − sin2 θCM(7 + cos2 θCM)

(3 + cos2 θCM)
2 . (36)

The absolute value ofAth
MZ reaches a maximum of 7/9 atθCM = 90◦. At this angle the transverse analyzing powers are350

Ath
MX = −Ath

MY = Ath
MZ/7.351

The Møller polarimeter target was a ferromagnetic foil magnetized in a magnetic field of 24 mT along its plane. The target foil352

can be oriented at various angles in the horizontal plane, providing both longitudinal and transverse polarization measurements.353

The asymmetry was measured at two target angles (±20◦) and the average taken, which cancels contributions from transverse354

components of the beam spin and thus reduces the uncertainties from target angle measurements. At a given target angle, two355

sets of measurements with oppositely-signed target polarizations were made which cancels some systematic effects such as those356

from beam current asymmetries. The Møller target polarization was approximately 8%.357

The Møller-scattered electrons were detected in a magneticspectrometer consisting of three quadrupoles and a dipole [53].358

The spectrometer selects electrons in a range of75◦ 6 θCM 6 105◦ and−5◦ 6 φCM 6 5◦ whereφCM is the azimuthal angle359

in the CM frame. The detector consisted of lead-glass calorimeter modules in two arms to detect the electrons in coincidence.360

The Møller measurements must be performed separately from production runs, and each measurement takes approximately 4361

hours including setting up the magnets to direct the electron beam to the Møller target. The statistical uncertainty of the Møller362

measurements is negligible, compared to the approximately2% systematic error which is dominated by the uncertainty inthe363

foil polarization.364

2. Compton Polarimeter365

The Compton polarimeter [53, 63–65] is based on scattering of the polarized electron beam from a polarized laser beam in366

a beam chicane. For this experiment, the beam polarization was extracted from the backscattered photon signals detected in a367
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GSO (Gd2SiO5:Ce) crystal in the integrated mode [65]. Scattered electrons can be detected either in the inclusive mode or in368

coincidence with the backscattered photons, but electron detection was not used in this experiment.369

The Compton asymmetryAC = (nR
C −nL

C)/(nR
C +nL

C) was measured, wherenR
C(nL

C) refers to the scattered photon counting370

rate for right (left) electron helicity normalized to the beam intensity. This asymmetry is related to the electron beampolarization371

via372

Pe =
AC

PγAth
C

, (37)

wherePγ is the photon polarization andAth
C the Compton analyzing power. At typical JLab energies (a fewGeV), the Compton373

cross-section asymmetry is only a few percent. To compensate for the small asymmetry, a Fabry-Perot cavity [66] was usedto374

amplify the photon density from a standard low-power Nd:YaGlaser (λ = 1064 nm) such that high statistics can be obtained375

within one to a few hours. An average power of 1200 W was accumulated inside the cavity with a photon beam waist of the376

order of 150µm and a photon polarization above 99%, monitored online at the exit of the cavity [67]. When extracting the beam377

polarization from Compton data, a GEANT4-based simulation[68] was performed to reproduce the measured photon energy378

distribution and to extract the analyzing power. For the present experiment the systematic uncertainty of Compton measurement379

was approximately 1.92% relative and was dominated by the understanding of the analyzing power (1.75% relative) and the380

laser polarization (0.8% relative).381

D. Target System382

The Hall A cryogenic target system [53] was used for this experiment. We used a 20-cm long deuterium target cell for the383

main production data-taking. Solid targets were used for evaluating backgrounds, studying the spectrometer optics, and checking384

beam centering. The target cell and a solid target ladder sitin an evacuated cylindrical scattering chamber of 104 cm diameter,385

centered on the pivot for the spectrometers. Also located inside the scattering chamber were subsystems for cooling, temperature386

and pressure monitoring, target motion, gas-handling and controls. The scattering chamber was maintained under a10−6 Torr387

(10−4 Pa) vacuum. The exit windows on the scattering chamber allowed scattered particles to reach the spectrometers. These388

windows were made of 0.406-mm thick Al foil.389

Figure 5 shows a schematic diagram of the target ladder arrangement used during this experiment. Of the three cryogenic390

loops, only loop 1 was used for the liquid deuterium. It was operated at a temperature of 22 K and a pressure of 25 psia (1.7×105

cryo loop 3 (25cm)

cryo loop 2 (20cm)

cryo loop 1 (20cm)

carbon multi foil

Al dummy target

thin tantalum

thick tantalum

carbon with 2mm hole

BeO

z0

(upstream) (downstream)

FIG. 5: Schematic diagram of the target ladder arrangement used during the experiment. The electron beam is along the horizontal direction
(the z-axis) and is incident from the left on the target. The carbonmulti foils were located atz = (−15,−7.5, 0, 7.5, 15) cm and the Al
dummy foils were located atz = (−10, 10) cm. All other solid targets were located atz = 0 cm and were about 1 inch apart in the vertical
direction.

391

Pa), leading to a density of about 0.1676 g/cm3. The diameter of the cell was 2.0 cm. The thicknesses of its walls and of the392

solid targets are summarized in Table I.393

When using a fluid target for electron scattering, the energydeposit of the electron beam in the target can cause local density394

fluctuations. This will add noise to the measurement that cannot be improved by increasing statistics. This systematic effect,395

often called the “target boiling effect” although it is not related to an actual phase change of the target, was measured at the396
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Target Position alongz Purity Thickness

cryo-loop 1a Entrance window,-10 cm 0.126 ± 0.011 ± 0.003 mmc

Exit window, +10 cm 0.100 ± 0.008 ± 0.003 mm

Wall, beam left upstream 0.313 ± 0.008 ± 0.003 mm

Wall, beam left middle 0.317 ± 0.002 ± 0.003 mm

Wall, beam left downstream 0.323 ± 0.003 ± 0.003 mm

Wall, beam right upstream 0.340 ± 0.002 ± 0.003 mm

Wall, beam right middle 0.336 ± 0.007 ± 0.003 mm

Wall, beam right downstream 0.313 ± 0.008 ± 0.003 mm

Carbon multi foil (-15, -7.5, 0, 7.5, 15) cm 99.5% 0.042 ± 0.001 g/cm2 (all foils)

Al Dummya,b -10 cm 0.359 ± 0.0003 g/cm2

+10 cm 0.367 ± 0.0003 g/cm2

Carbon holeb 0 cm 99.95% 0.08388 ± 0.00012 g/cm2

Tantalum Thin 0 cm 99.9% 0.021487 ± 0.000078 g/cm2

Tantalum Thick 0 cm 99.9% 0.12237 ± 0.000341 g/cm2

BeO 0 cm 99.0% 0.149 ± 0.001 g/cm2

a All aluminum used for the cryo-target and the Al Dummy are made from Al 7075 T-6 plates.
b Both Al Dummy and Carbon Hole targets had a 2-mm hole to calibrate the target motion relative to the beam position.

c The first error bar comes from the standard deviation of multiple measurements at different positions on the target, and the second error is
from calibration of the instrument.

TABLE I: Position, material, and thickness of the target system used in this experiment. The position is defined along thebeam direction with
respect to the hall center, see Fig. 5.

beginning of the experiment for different beam transverse sizes and target cooling conditions (see section III C). During produc-397

tion data taking, the transverse size of the beam was controlled such that the boiling effect did not visibly widen the statistical398

uncertainty of the asymmetry measurement.399

E. Spectrometers, Detectors, and DAQ400

The Hall A high resolution spectrometers (HRS) are a pair of identical spectrometers whose magnet system each consists401

of one dipole and three focusing quadrupoles in aQ1Q2DQ3 sequence [53]. The spectrometer and their standard detector402

package served to select for and to measure the kinematics quantities(E′, θ) while suppressing backgrounds originating from403

the target. The spectrometers were designed to have a reasonable acceptance with excellent angle and momentum resolutions,404

high accuracy in the reconstructed kinematic variables of the events and precise normalization of the cross section.405

Figure 6 shows a sideview of the HRS and its detector package.In each HRS, two layers of scintillators provide fast timing406

information of the scattered particles, vertical drift chambers (VDCs) provide tracking information, and a gas Cherenkov and a407

double-layered lead-glass detector provide the particle identification (PID).408

To achieve high resolution and accuracy in determining the event position, scattering angle and momentum, the HRS features409

an optics focusing system that can be described as a simple matrix operation between the original interaction point at the target410

(xtg, ytg, θtg, φtg) (in the target coordinate system [53, 69]) and the positionsand angles of the particle detected at the focal411

plane(x, θ, y, φ) [53, 69], where the focal plane refers to the first of the four high-voltage wire planes of the VDC. This optics412

matrix varies with the beam energy and the spectrometer angle and momentum settings, and must be calibrated every time these413

conditions are changed. The optics calibration directly affects the determination of theQ2-values of the present experiment and414

will be described in Sec. III E.415

The DAQ [54] of this experiment utilized signals from the twoscintillator planes, the CO2 gas Cherenkov counter and the416

double-layered lead glass detector. Both electron and piontriggers were formed. To better understand the counting deadtime417

of the DAQ, two sets of electronics were formed for each trigger, which were expected to differ only in the deadtime. These418

two sets of triggers will be referred to as the “narrow” and the “wide” paths, with the narrow path exhibiting less deadtime loss.419

The electron and pion triggers were sent to digital scalers where they were integrated over each helicity window of the electron420

beam. The standard tracking detector (the VDCs) was turned off during production data taking because it might not endurethe421

expected high event rates. During low-rate calibration runs, the VDCs were turned on to study the efficiencies of the triggering422

detectors. Efficiencies of the electron and pion triggers, the background contamination in each trigger, and the counting loss due423

to deadtime were analyzed in detail and reported in Ref. [54].424



14

Cerenkov

VDCs

lead−glass detectors
Double−layer

sc
at

te
re

d

pa
rti

cle
s

Scintillator 1

Scintillator 2

CO2 Gas

Electron beam

FIG. 6: Bottom: Schematic diagram for the HRS in Hall A of JLab, figure taken from Ref. [53]. Top: Zoom-in view of the detector package
in the HRS.

III. DATA ANALYSIS425

The experiment ran between October 26th and December 22nd, 2009. Data were taken first with a 6-GeV beam at two DIS426

settings atQ2 = 1.085 and1.901 (GeV/c)2. These were the main production kinematics and will be referred to as DIS#1 and427

DIS#2, respectively. Due to limitations in the spectrometer magnets, DIS#1 was taken only on the Left HRS, while DIS#2 was428

taken on both Left and Right HRSs. A total of1.02× 107 beam helicity pairs were selected to form the final electron sample for429

Q2 = 1.085 (GeV/c)2, and2.5 × 107 pairs for theQ2 = 1.901 (GeV/c)2 measurement. The statistical precision achieved was430

3% atQ2 = 1.1 (GeV/c)2 and 4% atQ2 = 1.9 (GeV/c)2. The systematic uncertainty achieved was smaller than3%.431

Data were taken at five additional nucleon resonance settings to provide inputs for electromagnetic radiative corrections.432

Resonance setting IV was taken with the 6 GeV beam on the left HRS, between data taking of DIS#1 and #2. Setting V was433

taken over a short period before IV due to difficulties in rotating the HRS to the desired angle. It had low statistics and, with W434

greater than 2 GeV, was not strictly speaking in the resonance region. However we refer to it as setting RES V for convenience435

and present its result for completeness. Three more resonance settings (RES I, II and III) were taken with a 4.8 GeV beam at436

the end of the experiment, on either Left or Right HRS. For RESI which was taken on the left HRS only, theQ1 and the dipole437

magnets were set at 4.00 GeV/c, but itsQ2 andQ3 were limited to 3.66 GeV/c due to a power supply malfunction. Dedicated438

measurements for the beam transverse asymmetry – also called the normal asymmetryAn – were carried out at DIS #1 and #2 in439

which the beam spin was directed fully perpendicular to the scattering plane. An overview of the beam energy and spectrometer440

settings for each kinematics, the observed scattered electron rate and the ratio ofπ−/e rates is shown in Table II in chronological441

order.442

In this section the procedure for the data analysis will be described. The extraction of the raw asymmetriesAraw from the443

DAQ count rates will be described first, followed by beam charge (intensity) normalization and its effect on the measured444

asymmetry. Then, corrections due to fluctuations in the beamposition, angle and energy (section III B) are applied to extract445

the beam-corrected raw asymmetriesAbc,raw. Results on the target boiling effect are presented next (section III C). Results446

on beam polarization are presented in section III D which constitute a major normalization to the asymmetry, leading to the447
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HRS Date Kine# Eb (GeV) θ0 E′
0 (GeV) Re(kHz) Rπ/Re

Left

11/04-12/01/2009DIS#1 6.0674 12.9◦ 3.66 ≈ 210 ≈ 0.5

12/01-12/02/2009 An 6.0674 12.9◦ 3.66 ≈ 210 ≈ 0.5

12/02/2009 RES V 6.0674 14◦ 3.66 ≈ 130 < 0.7

12/03/2009 RES IV 6.0674 15◦ 3.66 ≈ 80 < 0.6

12/04-12/17/2009DIS#2 6.0674 20.0◦ 2.63 ≈ 18 ≈ 3.3

12/17-12/19/2009 RES I 4.8674 12.9◦ 4.0 ≈ 300 < 0.25

12/19-12/22/2009RES II 4.8674 12.9◦ 3.55 ≈ 600 < 0.25

Right

11/04-12/01/2009DIS#2 6.0674 20.0◦ 2.63 ≈ 18 ≈ 3.3

12/01-12/02/2009 An 6.0674 20.0◦ 2.63 ≈ 18 ≈ 3.3

12/02-12/17/2009DIS#2 6.0674 20.0◦ 2.63 ≈ 18 ≈ 3.3

12/17-12/22/2009RES III 4.8674 12.9◦ 3.1 ≈ 400 < 0.4

TABLE II: Overview of kinematics settings of this experiment and the observed scattered electron rateRe and the charged pion to electron rate
ratioRπ/Re. The kinematics include the beam energyEb, and the spectrometer central angleθ0 and central momentumE′

0. Measurement of
the transverse asymmetryAn was performed at the production DIS settings on December 1-2. For RES#I which was taken on the left HRS
only, theQ1 and the dipole magnets were set at 4.00 GeV/c, but itsQ2 andQ3 were limited to 3.66 GeV/c due to a power supply malfunction.
The electron rateRe was obtained directly from the DAQ, while the pion rate was the rate recorded by the DAQ corrected for trigger efficiency
and background contamination.

preliminary physics asymmetryAphys
prel.. Calibrations of the beam position and HRS optics are crucial for evaluation of the event448

kinematics (section III E), and a full scale simulation of the HRS transport functions was carried out to confirm our understanding449

of the kinematics resulting from these calibrations (section III F). Next, corrections to the preliminary physics asymmetries due450

to various backgrounds will be presented in detail (sectionIII G). Radiative corrections due to energy losses of the incident451

and the scattered electrons will be presented (section III H), followed by corrections due to the higher-orderγγ box diagrams452

(section III I). After all corrections are applied, the preliminary physics asymmetries become the final physics asymmetry results453

presented in section IV A.454

A. Forming Raw Asymmetries455

The scattered electrons and pions were counted by the DAQ foreach 33 ms helicity window. The response of each beam456

monitor, including the BCM and all BPMs, was digitized and integrated over the same helicity windows and recorded. For each457

window pairi, the pair-wise raw electron cross-section asymmetryAraw
i in each HRS was computed from the the DAQ counts458

c
+(−)
i normalized to the integrated beam intensityI+(−)

i in the positive (negative) helicity window:459

Araw
i =







c+
i

I+

i

− c−i
I−

i

c+

i

I+

i

+
c−i
I−

i






. (38)

If the noise from beam fluctuations and the target boiling effect is negligible, the uncertainty is given by the purely statistical460

value:461

δAraw
i,stat =

√

1

c+i + c−i
. (39)

If a total ofn window pairs have been collected, the average raw asymmetryAraw was formed by462

Araw = 〈Araw
i 〉 ≡

∑n
i=1 A

raw
i /(δAraw

i,stat)
2

∑n
i=1 1/(δAraw

i,stat)
2

, (40)

and its statistical uncertainty is463

δAraw
stat =

√

1

N+ +N−
≈
δAraw

i,stat√
n

, (41)
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whereN± =
∑n

i=1 c
±
i refer to the total electron counts from then window pairs and the approximation is valid if the beam464

current remains constant during the data taking.465

When forming raw asymmetries, loose requirements were imposed on the beam quality: periods with low beam current or466

with the energy measured in BPM12x differing by more than10σ from its nominal value were rejected, removing about 10%467

of the total data sample. No beam-helicity-dependent cuts were applied. The uncertainty inAraw could be enlarged by helicity-468

dependent fluctuations in the beam intensity, position, angle, energy, and target boiling, causing a non-statistical contribution to469

the measurement. Therefore, an important criterion for a successful asymmetry measurement is to control non-statistical noise470

to a negligible level, which ensures that the main source of the uncertainty is the well-understood statistical fluctuation, and471

minimizes the run time.472

B. Beam Intensity Normalization, Beam Corrections, and Their Systematic Fluctuations473

For all PVES experiments at JLab, the polarized beam and the target were designed such that the fluctuations in the helicity dif-474

ference in the signal between a pair of successive windows were dominated by scattered electron counting statistics. Anexample475

of possible non-statistical contributions is a window-to-window relative beam intensity asymmetryAI ≡ (I+ − I−)/(I+ + I−)476

with an uncertaintyδ(AI). During the PVDIS experiment,AI for a 30 ms beam window at a 100µA current was measured to be477

below4×10−5, with δAI between2×10−4 and2×10−3 depending on the quality of the laser and the beam tune. At a 1-MHz478

counting rate the counting statistics for each 66-ms beam helicity pair is δ(Araw
i ) = 0.00387 [Eq. (39)]. The actual value was479

larger because the rate was lower than 1 MHz (Table II). Therefore, the smallδ(AI) of the polarized beam at JLab guaranteed480

δ(AI) ≪ δAraw
i,stat for this experiment. Thanks to the feedback control to the laser at the polarized source, the cumulative average481

for AI throughout the experiment was below 0.1 ppm.482

Beam properties other than the intensity do not enter the direct asymmetry evaluation, but they might affect the asymmetry483

measurement. To study how such beam properties affect the measured asymmetry, we first write Eq. (38) as484

Araw
i ≈

(

c+ − c−

c+ + c−

)

i

−
(

I+ − I−

I+ + I−

)

i

= Araw
i,c −

(

1

I+ + I−

)

i

∆Ii , (42)

whereAraw
i,c is the raw count asymmetry and∆Ii ≡ (I+ − I−)i. This approximation is valid forAI ≪ 1 which was true as485

stated in the previous paragraph. Similarly, the raw asymmetry might be affected by fluctuations in beam energy, position and486

angle. These beam-related corrections (bc) can be parametrized as:487

(Abc,raw)i = Araw
i −

∑

j

[αj(∆Xj)i]. (43)

Here,Xj denote beam parameters such as energy, position and angle,∆Xj ≡ X+
j −X−

j their corresponding helicity fluctuation,488

andαj their coefficients that depend on the kinematics of the specific reaction being studied as well as the detailed spectrometer489

and detector geometry of the experiment.490

The five BPMs equipped during this experiment: BPMA-X (horizontal), BPMA-Y (vertical), BPMB-X,Y, and BPM12x491

allowed measurements of the relative change in the beam energy, position and angle within one helicity window pair. One can492

then write493

(Abc,raw)i = Araw
i −

∑

j

[cj(∆xj)i] , (44)

wherexj is the beam position measured by the five BPMs (BPMAX,Y, BPMBX,Y, BPM12x) andcj ≡ αj∂Xj/∂xj. It is worth494

noting that this approach of making corrections window by window automatically accounts for occasional random instabilities495

in the accelerator.496

If one corrects the pair-wise asymmetry for the beam fluctuations based on Eq. (44), the resulting asymmetry averaged over a497

certain number of helicity pairs can be written as498

Abc,raw ≡ 〈Abc,raw
i 〉 = 〈Araw

i 〉 −
∑

j

cj〈∆xj〉 = Araw −
∑

j

∆Axj (45)

where∆Axj ≡ cj〈(x+
j − x−j )i〉 represents the correction needs to be applied to the raw asymmetry due to helicity-dependent499

fluctuation inxj .500

For this experiment, the values ofcj were obtained using two methods: The first one is called the “dithering” method [19],501

in which the beam position, angle, and energy were modulatedperiodically during data taking. The values ofcj were then502

calculated from the resulting variation in the measured asymmetry recorded for each of the five BPM variables. The energyof503
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the beam was varied by applying a control voltage to a vernierinput on a cavity in the accelerator’s South Linac. The beam504

positions and angles were modulated using seven air-core corrector coils in the Hall A beamline upstream of the dispersive505

arc [19]. Because these modulation periods represent quality data, they were included in the production data sample with the506

appropriate corrections made. In the second method the values ofcj were evaluated utilizing only natural fluctuations of the507

beam position, angle, and energy. This is called the “regression” method. The difference in the corrected asymmetry between508

the dithering and the regression method was used as the uncertainty in the beam-corrected raw asymmetriesAbc,raw.509

To control the beam position differences at BPMA and BPMB, the feedback system controlled by the HAPPEx DAQ made510

adjustments of the circular polarization of the laser beam.The resulting beam position differences were in the range(0.01 −511

0.1)µm at the target for the majority of the data taking period. Based on the measuredcj values this resulted in∆Axj in the512

range(0.1− 1) ppm. The cumulative averages for∆Axj were found to be below 0.1 ppm integrated over the whole experiment.513

The measured asymmetry was found to be much less sensitive tobeam energy fluctuations than to those of the beam position.514

Table III shows the corrections due to fluctuations in the fivemeasured beam positions using the dithering method. The beam-515

corrected asymmetries based on both the dithering and regression methods,Abc,raw
dit andAbc,raw

reg , are shown in Table IV. The516

narrow and the wide paths of the DAQ produced very similar results, with slight differences in their event collection dueto517

DAQ deadtime and different timing alignment between electronic modules, resulting in a slightly better PID performance of the518

wide-paths [54]. In addition, dithering and regression methods are in principle equivalent. Still, the narrow-path asymmetry519

results with the beam corrections applied using the dithering method were used to produce the physics results of the present520

experiment because of the smaller deadtime.521

Monitor Left DIS#1 Left DIS#2 Right DIS# 2

∆Adit (ppm) ∆Adit (ppm) ∆Adit (ppm)

DAQ path narrow wide narrow wide narrow wide

BPM4AX 0.173 0.179 0.513 0.569 -0.172 -0.182

BPM4AY 0.001 -0.010 0.286 0.262 -0.021 -0.027

BPM4BX -0.152 -0.159 -0.368 -0.430 0.226 0.237

BPM4BY -0.028 -0.020 -0.262 -0.243 -0.008 -0.003

BPM12x 0.000 0.000 0.024 0.022 -0.003 -0.003

Total -0.006 -0.010 0.193 0.180 0.022 0.022

Monitor RES I RES II RES III RES IV RES V

∆Adit (ppm) ∆Adit (ppm) ∆Adit (ppm) ∆Adit (ppm) ∆Adit (ppm)

DAQ path narrow wide narrow wide narrow wide narrow wide narrow wide

BPM4AX -0.175 -0.178 0.313 0.320 -0.013 0.000 -1.004 -1.192 -3.708 -3.631

BPM4AY 0.230 0.224 0.096 0.107 0.047 0.046 0.328 0.328 0.400 0.317

BPM4BX 0.369 0.375 -0.568 -0.582 0.020 -0.005 1.398 1.596 4.754 4.603

BPM4BY -0.139 -0.133 -0.132 -0.143 -0.038 -0.037 -0.235 -0.250 -0.265 -0.183

BPM12x -0.010 -0.011 0.045 0.045 -0.005 -0.005 0.002 0.003 -0.035 -0.036

Total 0.275 0.277 -0.246 -0.253 0.011 -0.001 0.489 0.485 1.146 1.070

TABLE III: Corrections to DIS (top) and resonance (bottom) asymmetries evaluated using the dithering method,∆Adit. The “narrow” and
“wide” refer to the DAQ trigger type [54]. The corrections were applied asAbc,raw

dit = Araw − ∆Adit [Eq. (45)].

Compared to the uncertainties from counting statistics, one can see that overall the corrections due to beam fluctuationwere522

quite small, and their uncertainties are negligible. The asymmetry measurement was completely dominated by the counting523

statistics of the scattered electrons [54].524

C. Target boiling effect on the measured asymmetry525

As described in section II D, the electron beam deposited energy in the liquid deuterium target and caused additional noise to526

the measurement. This target boiling effect would manifestitself as an increase in the standard deviation of the measured pair-527

wise asymmetryAraw above that expected from the counting statistics of Eq. (39,41). Rastering the beam to larger transverse528

sizes reduces the beam heating and thus the boiling effect.529

Studies of the target boiling effect was performed. For eachmeasurement a Gaussian was fitted to the distribution of the530

pair-wise asymmetries withδA given by the fitted width. Figure 7 shows the measuredδA, taken at kinematics DIS #2 for531

various raster sizes at two beam currents 100 and 115µA.532
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Left DIS#1 Left DIS#2 Right DIS#2

Araw, narrow (ppm) −78.4 ± 2.7 −140.5 ± 10.4 −139.9 ± 6.6

Abc,raw
dit , narrow (ppm) −78.5 ± 2.7 −140.3 ± 10.4 −139.8 ± 6.6

Abc,raw
reg , narrow (ppm) −78.5 ± 2.7 −140.5 ± 10.4 −140.3 ± 6.6

|Abc,raw
dit − Abc,raw

reg |, narrow (ppm) 0.1 0.2 0.5

Araw, wide (ppm) −78.2 ± 2.7 −140.3 ± 10.4 −140.9 ± 6.6

Abc,raw
dit , wide (ppm) −78.3 ± 2.7 −140.1 ± 10.4 −140.9 ± 6.6

Abc,raw
reg , wide (ppm) −78.3 ± 2.7 −140.3 ± 10.4 −141.4 ± 6.6

|Abc,raw
dit − Abc,raw

reg |, wide (ppm) 0.1 0.1 0.5

Left RES I Left RES II Right RES III Left RES IV Left RES V

Araw, narrow (ppm) −55.4 ± 6.8 −63.5 ± 5.9 −54.4 ± 4.5 −104.5 ± 15.3 −69.0 ± 21.3

Abc,raw
dit , narrow (ppm) −55.1 ± 6.8 −63.8 ± 5.9 −54.4 ± 4.5 −104.0 ± 15.3 −67.9 ± 21.3

Abc,raw
reg , narrow (ppm) −55.2 ± 6.8 −63.6 ± 5.9 −54.6 ± 4.5 −104.3 ± 15.3 −68.6 ± 21.2

|Abc,raw
dit − Abc,raw

reg |, narrow (ppm) 0.1 0.2 0.2 0.3 0.7

Araw, wide (ppm) −54.9 ± 6.8 −63.6 ± 5.9 −54.0 ± 4.5 −105.0 ± 15.3 −69.0 ± 21.5

Abc,raw
dit , wide (ppm) −54.6 ± 6.8 −63.9 ± 5.9 −54.0 ± 4.5 −104.6 ± 15.3 −67.9 ± 21.5

Abc,raw
reg , wide (ppm) −54.6 ± 6.8 −63.7 ± 5.9 −54.2 ± 4.5 −104.9 ± 15.2 −68.7 ± 21.4

|Abc,raw
dit − Abc,raw

reg |, wide (ppm) 0.1 0.2 0.2 0.3 0.8

TABLE IV: Measured raw asymmetries from the narrow and the wide triggers after applying corrections from beam energy andposition
changes using the dithering and the regression methods. Theasymmetry errors shown are statistical only. The differences between the two
corrected asymmetries,|Abc,raw

dit − Abc,raw
reg |, were used as the uncertainty from beam corrections. The dithering-corrected asymmetries were

used in further analysis, although dithering and regression methods are in principle equivalent. The narrow and the wide paths of the DAQ
produced very similar results, with slight differences in their event collection due to DAQ deadtime and different timing alignment between
electronic modules. The narrow-path asymmetry results (Abc,raw

dit , narrow) were used in further analysis to produce the physics results because
of their smaller deadtime [54].

Results ofδA in Fig. 7 were fitted with the functional formp0x
p1 + p2 wherex is the raster size in mm. The parameterp2533

represents the purely statistical fluctuation that dependsonly on the beam current, while the termp0x
p1 is an empirical term that534

describes the size of target boiling. Using the approximateelectron rate (Table II), the purely statistical uncertainty for 66-ms535

wide beam helicity pairs is 0.029 at 100µA and 0.027 at 115µA. The fit results forp2 agree with the expectation very well.536

The fit results forp0 andp1 show that the broadening due to boiling at a4 × 4 mm2 raster size,p0x
p1 with x = 4, is at the level537

of 569 ppm for 100µA and1407 ppm for 115µA. This is quite small compared to the value from purely statistical fluctuations538

(p0 ∼ 104 ppm), and thus the boiling effect did not contribute significantly to the uncertainty of the asymmetry measurement.539

Figure 8 shows the measuredδA for various beam currentsI performed with a4 × 4 mm2 square raster. If the measurement540

is dominated by statistical uncertainty, one expectsδA ∝
√
I. Fit results of the measuredδA indeed agree very well with this541

expectation, indicating that boiling effects at the running condition of this experiment was negligible.542

D. Beam Polarization543

As described in the previous section, the electron raw asymmetry was first corrected for the beam intensity and other beam-544

related properties such as position, angle and energy. The resulting asymmetryAbc,raw is then referred to as the measured545

asymmetry,Ameas, and must be corrected for the beam polarizationPe:546

Aphys
prel. = Ameas/Pe , (46)

to obtain the preliminary physics asymmetryAphys
prel.. Both Compton and Møller polarimeters described in sectionII C were used.547

During our experiment, the Møller polarimeter was available the entire time, while the Compton polarimeter initially suffered548

from a high background and only produced results in the last three weeks of the 2-month 6-GeV run period. The Compton549

polarimeter was also not available during the 4.8-GeV run period. Figure 9 shows the Møller polarimetry measurements taken550

with the 6 GeV beam. During the three weeks when both polarimeters were functioning, the average beam polarization from551

constant fits is88.74% for Møller and89.45% for Compton. The results from the two polarimeters are compared in Fig. 10.552

Note that the beam polarization can fluctuate over time due tomotion of the laser position on the photocathode and photocathode553

aging.554
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FIG. 7: Measured standard deviation of the pair-wise asymmetries at kinematics DIS# 2, for various raster sizes and two beam currents100
and115 µA. The curves show the results of the fitδA = p0x

p1 + p2 wherex is the raster size in mm. The parameterp2 represents the purely
statistical fluctuation that depends only on the beam current and not the raster size, while the termp0x

p1 is an empirical term that describes the
size of target boiling. The fit results for 100µA arep0 = (1.77 ± 1.94) × 104, p1 = −2.48 ± 1.85, p2 = 27973.0 ± 681.7; and for 115µA
arep0 = (9.40 ± 3.78) × 103, p1 = −1.37 ± 1.09, p2 = 25941.0 ± 1433.4. At a raster size of4 × 4 mm2 (x = 4), the boiling noise is at
the level of569 ppm for 100µA and1407 ppm for 115µA, and is negligible compared to the value from purely statistical fluctuations.
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FIG. 8: [Color online] Measured standard deviation of the pair-wise asymmetries at various beam currents for DIS# 1 (left) and # 2 (right),
with a4 × 4 mm2 square raster. The curves show the results of the fitδA ∝ Ip3 and its error band. The fit results arep3 = 0.4900 ± 0.0076
andp3 = 0.4897 ± 0.0072 for DIS# 1 and # 2 respectively. These results are in good agreement with pure counting statistics (δA ∝

√
I).

The experimental asymmetries were corrected for the beam polarization as follows:555

1. When the Compton polarimeter was not available (before Dec. 2nd and after Dec. 17th, 2009), only Møller results were556

used. Each Møller result was used until the next measurementwas available.557

2. When there were both Compton and Møller measurements (from Dec. 2nd to Dec. 17th, 2009), the Compton data were558

averaged first for the time interval between two Møller measurements, then was averaged with the corresponding Møller559

measurement from the beginning of the interval. The averages were weighted by the statistical error. The systematic560

uncertainty of the combined polarization was obtained fromthat of each method as561

(∆Pb/Pb)syst,combined = 1/
√

(∆Pb/Pb)
−2
syst,compton + (∆Pb/Pb)

−2
syst,moller, (47)

thus was smaller than the systematic uncertainty of either polarimetry. Each combined result was used until a next Møller562

measurement was available.563

3. The beam polarization was corrected run by run for DIS#1 and #2. For resonance kinematics, the run period was short564

and a single correction was used for each kinematics.565
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FIG. 9: Polarization results from the Møller polarimeter measurements taken with a beam energy of 6.067 GeV. The error bars represent the
quadratic sum of the statistical and systematic errors. However, for each measurement the statistical uncertainty wasin the order of 0.1%,
much smaller than the systematic error. An additional measurement was done with a beam energy of 4.867 GeV at the end of therun period,
which gave a similar polarization.
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FIG. 10: Comparison between Compton (black solid circles) and Møller (red open squares) measurements taken during the time period when
both polarimeters were available. The beam energy was 6.067GeV. The error bars for Møller represent the quadratic sum ofthe statistical and
systematic errors, with the statistical error is smaller than the systematic by one order of magnitude. For Compton measurement, the statistical
error are plotted with the data points and the systematic error (1.92% relative) are plotted along the horizontal axis. A constantfit to Compton
measurements gave an average of 89.45% while the average of Møller results was88.74%.

The average beam polarization corrections are shown in Table V for all kinematics.566

Left DIS#2 Right DIS#2 RES IV and V

CombinedPe (syst.) (89.29 ± 1.19)% (88.73 ± 1.50)% (89.65 ± 1.24)%

Left DIS#1 RES I, II and III

Møller Pe (syst.) (88.18 ± 1.76)% (90.40 ± 1.54)%

TABLE V: Average beam polarizationPe for each kinematics. These are either the combined results of Compton and Møller measurements
(top), or results from Møller alone (bottom), depending on which polarimeter was available during the corresponding run period. For DIS#1
and #2 the corrections were applied run-by-run and the statistically-averaged value ofPe is shown. The uncertainties shown here are dominated
by the systematic uncertainty, which for the combined results were obtained using Eq. (47). For all resonance kinematics which had short
running period, a single value was used for each setting.

E. Calibration of the HRS Optics567

To accurately determine the kinematics(Q2, x,W ) of each event, one must determine the absolute beam positionon the568

target, and reconstruct the vertex position, the scattering angle and the scattered electron’s momentum. These are provided by569

beam position calibration and the HRS optics calibration, as described below.570
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1. Beam Position Calibration571

As described in Sec. II B, the beam position information for each event was obtained from the raster current rather than from572

the delayed BPM information. Calibrations between the raster current and the beam position thus became necessary. The BPM573

calibration can be described as:574

bpm x = 〈bpm offset x〉 + 〈raster current x〉 × σbpm,x

σraster current
, (48)

bpm y = 〈bpm offset y〉 + 〈raster current y〉 × σbpm,y

σraster current
. (49)

Figure 11 shows the beam spot distributions projected to thetarget using the calibrated BPMA and BPMB information.
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FIG. 11: Calibrated beam spot distribution at the target.

575

2. Optics Calibration Procedure and the Resulting Uncertainties inQ2 Determination576

The trajectory and momentum of each electron detected was determined by calibration of the transport functions (optics) of577

each HRS. During optics calibration runs, the VDCs were turned on to provide precise information on the particle trajectory,578

from which the hit position and angles at the focal plane(x, θ, y, φ) can be determined [53, 69]. The next step is to reconstruct579

the interaction position, angle, and momentum at the targetfrom these focal plane variables, i.e., to determine the inverse of the580

HRS optical transport matrix. In practice, instead of a matrix operation, a set of tensors up to the 5th order were used to calculate581

the target variables from the focal plane values.582

The target coordinates of the scattering event,(xtg , ytg, θtg, φtg), are defined in the target coordinate system (TCS) [69] with583

respect to the spectrometer central ray direction, see Fig.12. Here the anglesθtg andφtg refer to the tangent of the vertical and584

horizontal angles relative to the HRS central ray. The spectrometer pointingD is the distance at which the spectrometer misses585

the Hall center in the direction perpendicular to the spectrometer central ray. The sieve plane corresponds to the entrance of the586

spectrometer which is located atL = 1.12 m from the TCS origin. The particle hit position and the angles at the sieve plane can587

be directly calculated from the focal plane variables.588

The calibration procedure involves three separate steps:589

1. The vertex position along the beam,zreact, is related toytg, φtg in the TCS as well as the pointingD of the spectrometer.590

The vertex calibration was done by taking data on the multi-foil carbon target with known foil positions. The foil positions591

were determined from data using the HRS optics matrix, the focal plane variables, andD. The precision onzreact in the592

direction perpendicular to the spectrometer central ray isgiven by593

∆(zreact sin θ0) =
√

(∆zfoil sin θ0)2 + (∆zfoil data sin θ0)2 + (∆D)2 . (50)

Here∆zfoil = ±2.5 mm is the uncertainty of the actual foil position caused by possible shifts of the target ladder during594

the target cool-down. The quantity∆zfoil data is the discrepancy in oil positions obtained from calibration data and the595
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FIG. 12: Topview of the target coordinate system (TCS)(xtg, ytg, ztg) and the sieve plane coordinate system(xsieve, ysieve). Theztg axis
is along the HRS central ray, theytg axis is pointing to the left, thextg axis is pointing vertically down, and the origin of the TCS isthe
point along the HRS central ray that is the closest to the Hallcenter. Theφtg is the tangent of the in-plane angle andθtg is the tangent of the
out-of-plane angle (not shown) w.r.t. the spectrometer central ray. The sieve plane is located at a drift distanceL = 1.12 m from the TCS
origin, with theysieve axis pointing to the left of the spectrometer entrance and the xsieve axis pointing vertically down. The pointing of the
HRS,D, describes how much the HRS central ray misses the Hall center, andθ0 is the angle of the HRS central ray w.r.t. the beamline. Figure
reproduced from Refs. [53, 69]

expected values. If the discrepancy is found to be consistent with zero, the value±0.1 mm is used. The uncertainty∆D596

can be obtained from a spectrometer pointing survey with a typical precision of±0.5 mm. If a survey was not available,597

the value ofD can be derived from surveys performed at a previous spectrometer angle setting. In this case, one compares598

the multi-carbon-foil data before and after the spectrometer rotation: if the observed shifts inz in all foil positions can599

be explained consistently by a global change inD, then the shift is added to the value ofD from the previous survey600

and the uncertainty ofD is taken as±0.5 mm. If neither carbon foil data nor a survey was available,∆D is taken to be601

±5 mm which is the limit of how much the spectrometer can physically miss the Hall center. At last, the uncertainty in602

the scattering angle due to the vertex calibration is603

∆φtg = ∆(zreact sin θ0)/L . (51)

2. The scattering angles,θtg, φtg, were calibrated by inserting a so-called “sieve slit” plate – a 0.5-mm thick tungsten plate604

with an array of pinholes – at the entrance of the spectrometer. Reconstruction of hole positions depends on the angle605

elements of the optical matrix. The angle uncertainties from sieve slit calibrations are:606

∆θtg =
√

(∆xhole)2 + (∆xhole data)2/L , (52)

∆φtg =
√

(∆yhole)2 + (∆yhole data)2/L , (53)

where the in-plane angleφtg affects the scattering angleθ directly, while the out-of-plane angleθtg affectsθ only in the607

second order and the effect is small. The quantities∆xhole, ∆yhole are uncertainties in the actual hole position in the sieve608

plane. The most straightforward way to determinexhole, yhole is by a survey of the sieve slit plate. The survey uncertainty609

is ±0.5 mm for both directions. However survey was not always done for each kinematic setting. Past experience has610

shown that the horizontal positionyhole is highly reproducible, to±0.1 mm, and the vertical positionxhole is reproducible611

to±0.5 mm due to the fact that this is the direction in which the sieveplate is moved into or out of the HRS entrance. Thus612

if no survey was available, results from earlier surveys were used with these additional uncertainties added. The quantities613

∆xhole data, ∆yhole data are the discrepancy between the hole position obtained fromcalibration data and the expected614

values. In the case where no sieve slit calibration data was taken, the angle calibration of a preceeding experiment can be615

used based on the high reliability of the HRS. In this case, anadditional±0.5 mrad of uncertainty should be added to both616

∆θtg, ∆φtg to account for possible changes in the optics.617

3. The most precise way to calibrate the momentum is to use elastic scattering from a carbon target or the proton inside618

a water target. With a water target, the relative momentumδ ≡ dp/p with p the HRS central momentum setting can619

be determined to±1 × 10−4. Due to the high beam energy used, elastic measurement was not possible for the present620

experiment. However, water target calibration was performed during the preceding experiment (HAPPEx-III) [23]. The621

HAPPEx-III water calibration results were used for the present experiment with an uncertaintyδ = ±5 × 10−4 thanks to622

the established high stability of the HRS magnets and transport system.623
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The three calibration steps described above are assumed to be independent from each other, i.e., matrix elements related to624

position reconstruction have little dependence on those related to angle reconstruction, etc. For all calibrations, the optics tensor625

coefficients were determined from aχ2 minimization procedure in which the events were reconstructed as close as possible to626

the known position of the corresponding foil target or the sieve-slit hole.627

3. Optics Calibration Results628

During the PVDIS experiment, there were seven kinematics settings in total with one of them carried out on both Left and629

Right HRS, thus there were a total of eight HRS+kinematics combinations: Left HRS DIS #1, Left and Right HRS DIS #2, Left630

HRS Resonance (RES) I, Left HRS RES II, Right HRS RES III, LeftHRS RES IV, and Left HRS RES V. Either vertex or angle631

calibrations, or both, were carried out for all eight settings except RES IV and V. The vertex calibration for Left DIS#1 and the632

angle calibration results for Left RES II are shown in Fig. 13.
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FIG. 13: Left: vertex reconstruction for Left DIS#1. The number above each foil is∆zfoil data, defined as how much the observed foil position
misses the expected value. For all foils we have∆zfoil data 6 0.4 mm. Right: reconstruction of the sieve hole positions for Left RES II. The
data are shown as scattered points and are compared to the expected positions (grids),. No obvious discrepancy is seen. The axes are oriented
such that the sieve hole pattern is as if viewed when facing the spectrometer entrance. Two of the sieve holes are larger than others to allow
identifying the center and the orientation of the sieve plate.

633

4. Q2 Uncertainties634

TheQ2 of each event was calculated using Eq. (3). The uncertainty inQ2 is determined by the uncertainties inθ, E andE′,635

but is dominated by the scattering angle uncertainty. The scattering angle is calculated as [53]:636

θ = cos−1





cos θ0 − φtg sin θ0
√

1 + θ2tg + φ2
tg



 , (54)

thus calibration of the horizontal angleφtg dominates the angle uncertainty. The total uncertainty on the scattering angle is the637

combination of the vertex calibration Eqs. (50-51) and∆φtg from the angle calibration:638

∆θ ≈
√

(∆D/L)2 + (∆zfoil sin θ0/L)2 + (∆zfoil data sin θ0/L)2 + (∆φtg)2 . (55)

where∆φtg is either from Eq. (53) if a sieve slit calibration was available, or from previous calibrations with a 0.5 mrad639

additional uncertainty added. Here the drift distance isL = 1.12 m as shown in Fig. 12.640

For some settings during PVDIS, there were both angle and vertex calibrations (Left RES I and II), or only the vertex but not641

the angle calibration (Left DIS#1, Left DIS#2, Right DIS#2,Right RES III), or neither (Left RES IV and V). For both vertexand642

angle calibrations, the optics database and some survey results from the HAPPEx-III experiment that ran immediately before643

this experiment were used. For RES#I which was taken on the left HRS only, theQ1 and the dipole magnets were set at644
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4.00 GeV/c, but itsQ2 andQ3 were limited to 3.66 GeV/c due to a power supply malfunction. This added complexity to the645

optical calibration for RES#I but did not affect the HRS acceptance and the quality of the optical calibration results. Taking all646

uncertainties into account, the uncertainty inQ2 due to HRS optics calibration is summarized in Table VI.647

HRS Left HRS Right HRS

Kinematics DIS#1 RES V RES IV DIS#2 Res I Res II DIS#2 Res III

θ0(
◦) 12.9 14.0 15.0 20 12.9 12.9 20 12.9

Eb (GeV) 6.067 6.067 6.067 6.067 4.867 4.867 4.867 4.867

E′
0 (GeV) 3.66 3.66 3.66 2.63 4.0a 3.66 2.63 3.1

HRS pointing survey? Y N N Y N N Y N

δD (survey)(mm) 0.5 0.5 0.5

Carbon multi foil data available? Y N N Y Y Y Y Y

δD (from data, no survey) (mm) 0.5 0.5 0.5 0.5

δD (no survey, no data)(mm) 5.0 5.0

δzfoil data (mm) 0.4 N/A N/A 0.4 2.0 0.3 0.7 1.1

δzfoil 2.5 N/A N/A 2.5 2.5 2.5 2.5 2.5

∆θ from vertex calibration (mrad), Eq. (51)0.676 4.464 4.464 0.893 0.779 0.672 0.901 0.704

sieve survey N N N N N N N N

sieve data N N N N Y Y N N

∆xhole, from prior survey (mm) 0.51 0.51 0.51 0.51 0.51 0.51 0.51 0.51

∆xhole data (mm) 0.1 N/A N/A 0.1 0.1 0.1 0.1 0.1

additional∆φtg (mrad) 0.5b 0.5b 0.5b 0.5b none none 0.5c 0.5c

∆θ from angle calibration (mrad), Eq. (53)0.682 0.676 0.676 0.682 0.464 0.464 0.676 0.676

Total∆θ (mrad) 0.960 4.515 4.515 1.124 0.907 0.816 1.134 0.976

Total∆θ/θ (%) 0.426 1.848 1.725 0.322 0.403 0.363 0.325 0.434

∆E′
0/E′

0 5 × 10−4

Total∆Q2/Q2 (%)d 0.853 3.696 3.449 0.644 0.805 0.725 0.650 0.867
a For RES#I which was taken on the left HRS only, theQ1 and the dipole magnets were set at 4.00 GeV/c, but itsQ2 andQ3 were limited to

3.66 GeV/c due to a power supply malfunction;
b Due to using sieve calibration taken at Left RES#I;

c Due to using optics database from HAPPEx-III;
d Including uncertainties due to both scattering angle∆θ and momentum∆E′, but is dominated by the former.

TABLE VI: Uncertainty inQ2 determination derived from optics calibration. For each HRS, the kinematics are shown from left to right in the
chronological order.

648

F. HRS Simulations649

For the present experiment, a simulation package called “HAMC” (Hall A Monte Carlo) was used to simulate the transport650

function and the acceptance of HRS. The simulation was then used to calculate the effect of electromagnetic radiative corrections651

and particle identification efficiency. To ensure that HAMC works correctly, we simulated the kinematics(Q2,W, x) of the652

scattering, and it is expected that the simulated values should agree with the measured ones within the uncertainty of the optics653

calibration, Table VI.654

In HAMC, events were generated with a uniform distribution along the beam direction and within a given raster size and the655

solid angledΩ = sin(θ)dθ dφ, then transported through the HRS magnets using a set of polynomials that model the electrons’656

trajectories through the magnetic fields. For RES #I, a separate set of polynomials were developed for the mismatching fields657

of Q2 andQ3. Events that passed all magnet entrance and exit apertures fall within the HRS acceptance and are recorded. An658

average energy loss of of 3 MeV was used for the incident electron beam to account for the effect of trespassing all material659

along the beamline to the target center. Multiple scattering in the target material, energy loss due to external and internal660

Brehmstrahlung and ionization loss, and the200 µm resolution of the VDC wires were also taken into account in HAMC. The661

physical differential cross sectiond2σ/(dE′dΩ) and the parity-violating asymmetry were calculated using the MSTW PDF662

parametrization for each simulated event.663
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Because the DAQ used in the present experiment relied on hardware-based PID, PID calibration runs were carried out dailyto664

monitor the detector and the DAQ performance. It was found that the electron efficiency varied with the particle’s hit position in665

the vertical (dispersive) direction on the lead-glass detector. This variation could cause a shift in theQ2 value of the measurement666

and must be incorporated into HAMC. In HAMC, the hit positionon the lead-glass detector was calculated from the focal plane667

coordinates, such that the PID efficiency measured from datacan be applied to each simulated event. The efficiency could drift668

due to electronic module malfunction and drifts in the discriminator thresholds. For most of kinematics, such a drift was gradual669

and daily calibrations were sufficient to correct for its effect.670

In general, the acceptance of the HRS is defined by combining the opening geometry of the intermediate apertures, whose671

nominal settings were documented in Ref. [53]. The real acceptance however can be different from the nominal settings. The672

HRS acceptance of the simulation was fine-tuned by matching these apertures to the cross-section-weighted event distributions673

obtained from data. This process is illustrated in Fig. 14.
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FIG. 14: Fine-tuning of the HRS acceptance in HAMC. Event distributions from data are plotted at the collimator (entrance of the HRSQ1),
Q1 exit, entrances and exits of the dipole,Q2 andQ3. From these distribution, the best estimate of the positionand the size of the apertures
were determined (black dashed lines and curves). These werethen used as aperture or acceptance cuts in HAMC. The axes areoriented such
that the distributions are as viewed along the particle trajectory, withy the horizontal andx the vertical (dispersive) directions, respectively.

674

Once all magnet apertures were optimized, the kinematics(Q2, x) were calculated from HAMC using Eqs. (3,4), the beam675

energyE (minus 3 MeV as mentioned earlier), and theE′ and the scattering angles of the simulated events. Similarly, we676

calculated the(Q2, x) values from data using the vertex coordinates(xtg , ytg, θtg, φtg) reconstructed from the detected focal677

plane variables, based on HRS transport functions. The agreement between the HAMC(Q2, x) and those reconstructed from678

the data thus provides a measure of how well the simulation works.679

Figure 15 shows comparisons between data and simulation forall four target variables,Q2 andx, for Left HRS DIS #1680

and Right HRS DIS #2. A summary of the comparison for all kinematics is given in Table VII. The observed differences in681

Q2 are consistent with the uncertainties shown in Table VI for most of the kinematics. For RES III, there is a two-standard-682

deviation disagreement inQ2, but is still negligible compared to the statistical uncertainty at this kinematics. In addition, since683

we interpret the asymmetry results at the measuredQ2, not the simulated value, this disagreement does not affectthe final result684

or its uncertainty evaluation and interpretation.685
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FIG. 15: Comparison between HAMC (red) and data (black). From top to bottom: target variables –θtg, φtg, ytg and(δp/p)tg – for Left HRS
DIS#1;Q2 andx for Left HRS DIS#1; target variables for Right HRS DIS#2;Q2 andx for Right HRS DIS#2.

Kinematics
HAMC data relative

〈Q2〉 〈x〉 〈W 2〉 〈Q2〉 〈x〉 〈W 2〉 difference

(GeV/c)2 GeV2 (GeV/c)2 GeV2 in Q2

Left HRS DIS#1 1.084 0.241 4.294 1.085 0.241 4.297 < 0.1%

Left+Right HRS DIS#2 1.892 0.294 5.424 1.901 0.295 5.430 0.5%

Left HRS RES I 0.956 0.571 1.600 0.950 0.571 1.595 0.6%

Left HRS RES II 0.832 0.336 2.528 0.831 0.335 2.530 0.1%

Right HRS RES III 0.745 0.225 3.443 0.757 0.228 3.450 1.6%

Left HRS RES IV 1.456 0.324 3.925 1.472 0.326 3.923 1.1%

Left HRS RES V 1.268 0.282 4.109 1.278 0.283 4.122 0.8%

TABLE VII: Comparison ofQ2, x, andW 2 between HAMC and data for all kinematics. The Left and the Right DIS#2 have been combined.
The difference inQ2 between HAMC and data is smaller than Table VI for most of the kinematic settings.
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G. Background Analysis686

In this section we analyze all backgrounds that affect the extracted PV electron asymmetry. Assuming each background has687

an asymmetryAi and affects the electron sample with a fractionfi, the correction can be applied as688

Aphys =

(

Abc,raw

Pb
−∑iAifi

)

1 −∑i fi
, (56)

whereAbc,raw is the measured asymmetry with helicity-dependent beam corrections applied, andPb is the beam longitudinal689

polarization presented in section III D. When allfi are small withAi comparable to or no larger thanAbc,raw, one can define690

f̄i = fi(1 − Ai

Abc,raw
Pb) (57)

and approximate691

Aphys ≈ Abc,raw

Pb
Πi

(

1 + f̄i

)

, (58)

i.e., all background corrections can be treated as multiplicative. As can be seen from Eq. (58), the order of the corrections is692

flexible and the corrections can be applied to the measured asymmetryAbc,raw before normalizing to the beam polarization. The693

uncertainty of the correction̄fi causes directly a relative uncertainty on the electron asymmetry694

∆Ae

Ae
= ∆f̄i. (59)

Some effects, such as charged pion and pair-production background, are very small such that corrections [Eq. (58)] are not695

necessary. For those cases only the uncertainty∆f̄i or ∆Ae/Ae is presented. The prescription of Eq. (58) was also used for the696

treatment of theQ2-uncertainty and radiative corrections (sections III F, III H and III I).697

1. Charged Pion Background698

Charged pions are produced in decays of nucleon resonances created by electron scattering off nucleon or nuclear targets.699

Simulations have shown that for the pions to have the same momentum as DIS electrons, the parent nucleon resonance must700

have been produced at a lowerQ2 than DIS events, thus typically cause a smaller parity-violating asymmetry than DIS electrons.701

This has been confirmed by the asymmetry of the pion triggers measured during the experiment. The charged pion background702

thus reduces the magnitude of the measured asymmetry, and the effect is the largest if the charged pions did not carry asymmetry703

at all. Furthermore, the high particle identification performance of the DAQ limited the pion contamination in the electron trigger704

to the level offπ/e < 2×10−4 and< 4×10−4 for the three DIS kinematics and the five resonance kinematics, respectively [54].705

Due to the small contamination, no correction to the measured electron asymmetries was made. The total systematic uncertainty706

on the measured electron asymmetry due to pion contamination and pion asymmetry is:707

(

∆Ae

Ae

)

π−

=

√

(

∆fπ/e

)2
+

(

fπ/e
|Aπ | + ∆Aπ

Ae

)2

, (60)

wherefπ/e and∆fπ/e are the event fraction of the electron trigger that is from actual pions and its uncertainty,Aπ is the708

measured pion asymmetry with∆Aπ its uncertainty, andAe is the measured electron asymmetry. The term|Aπ| + ∆Aπ709

corresponds to how much the pion asymmetry could differ fromzero at the 68.3% confidence level. As inputs to the background710

correction, the extraction of pion asymmetries is described below.711

pion asymmetry measurement712

The PID performance of both electron and pion triggers of theDAQ was reported in Ref. [54]. To properly extract pion713

asymmetries from the trigger, one must account for the effect of electron contamination in the pion triggers,fe/π. Becausefe/π714

was relatively high and the electron asymmetries are largerthan those of pions, corrections were applied to the asymmetries715

extracted from the pion triggers using716

Ameas
π =

Abc,raw
π,dit − fe/πA

bc,raw
e,dit

1 − fe/π
, (61)
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whereAbc,raw
π,dit andAbc,raw

e,dit are asymmetries extracted from pion and electron triggers,respectively, with beam corrections717

applied using the dithering method. Then the measured pion asymmetries were normalized with the beam polarization, giving718

physics asymmetry results for pion inclusive production:719

Aphys
π =

Ameas
π

Pb
. (62)

Results for pion asymmetries in the DIS and resonance kinematics are given in Tables VIII and IX. As described in Ref. [54], the720

narrow-path triggers of the DAQ had smaller counting deadtime than the wide-path triggers, but slightly lower PID performance.721

As a result the narrow pion triggers had more electron contamination than the wide triggers and requires a larger correction,722

which causes a larger uncertainty in the extracted pion asymmetry.723

HRS, Kinematics Left DIS#1 Left DIS#2 Right DIS#2

narrow path

Abc,raw
π,dit ± ∆Abc,raw

π,dit (stat.) (ppm) −57.3 ± 8.0 −26.0 ± 14.9 −21.5 ± 4.2

fe/π ± ∆fe/π(total) 0.2653 ± 0.0603 0.0331 ± 0.0034 0.0103 ± 0.0013

Ameas
π ± ∆Ameas

π (total) (ppm) −48.8 ± 14.0 −22.0 ± 21.4 −20.3 ± 6.0

Aphys
π ± ∆Aphys

π (total) (ppm) −55.3 ± 15.9 −24.6 ± 24.0 −22.9 ± 6.8

wide path

Abc,raw
π,dit ± ∆Abc,raw

π,dit (stat.) (ppm) −49.6 ± 7.7 −27.0 ± 14.9 −21.4 ± 4.2

fe/π ± ∆fe/π(total) 0.2176 ± 0.0573 0.0281 ± 0.0037 0.0091 ± 0.0013

Ameas
π ± ∆Ameas

π (total) (ppm) −41.3 ± 12.8 −23.7 ± 21.4 −20.3 ± 6.0

Aphys
π ± ∆Aphys

π (total) (ppm) −46.8 ± 14.6 −26.5 ± 24.0 −22.9 ± 6.8

TABLE VIII: For DIS kinematics: beam-corrected pion asymmetriesAbc,raw
π,dit with their statistical uncertainties, electron contamination in the

pion triggersfe/π , pion asymmetry results after being corrected for electroncontaminationAmeas
π , and physics asymmetry results for pion

inclusive productionAphys
π . As described in Ref. [54], the narrow-path triggers had higher electron contamination, thus required a larger

correction and had a larger uncertainty in the extracted pion asymmetry.

HRS Left RES I Left RES II Right RES III Left RES IV Left RES V

narrow path

Abc,raw
π,dit ± ∆Abc,raw

π,dit (stat.) (ppm) −44.2 ± 40.1 −69.8 ± 26.5 −17.1 ± 8.5 21.8 ± 47.7 −46.7 ± 64.0

fe/π ± ∆fe/π(total) 0.4114 ± 0.0201 0.3155 ± 0.0163 0.0849 ± 0.0030 0.1852 ± 0.0073 0.1871 ± 0.0077

Ameas
π ± ∆Ameas

π (total) (ppm) −33.7 ± 88.6 −73.2 ± 48.8 −13.5 ± 12.7 52.2 ± 76.2 −41.5 ± 102.4

Aphys
π ± ∆Aphys

π (total) (ppm) −37.3 ± 98.0 −81.0 ± 54.0 −14.9 ± 14.0 58.2 ± 85.0 −46.3 ± 114.2

wide path

Abc,raw
π,dit ± ∆Abc,raw

π,dit (stat.) (ppm) −45.4 ± 39.4 −69.2 ± 26.1 −18.3 ± 8.5 30.9 ± 47.6 −51.0 ± 64.9

fe/π ± ∆fe/π(total) 0.3423 ± 0.0231 0.2409 ± 0.0200 0.0633 ± 0.0060 0.1661 ± 0.0080 0.1598 ± 0.0086

Ameas
π ± ∆Ameas

π (total) (ppm) −39.8 ± 74.9 −71.0 ± 43.7 −15.8 ± 12.4 58.8 ± 74.7 −47.7 ± 101.4

Aphys
π ± ∆Aphys

π (total) (ppm) −44.0 ± 82.9 −78.5 ± 48.4 −17.5 ± 13.7 65.6 ± 83.3 −53.2 ± 113.1

TABLE IX: For resonance kinematics: beam-corrected pion asymmetriesAbc,raw
π,dit with their statistical uncertainty, electron contamination

in the pion triggersfe/π, pion asymmetry results after being corrected for electroncontaminationAmeas
π , and physics asymmetry results for

pion inclusive productionAphys
π . As described in Ref. [54], the narrow-path triggers had higher electron contamination, thus required a larger

correction and had a larger uncertainty in the extracted pion asymmetry.

electron asymmetry uncertainty due to pion contamination The measured pion and electron asymmetries are listed in Ta-724

bles X and XI for the two DIS and the five resonance kinematics,respectively, together with the total uncertainty due to pion725

contamination in the electron asymmetry as calculated withEq. (60). The values listed for the pion contamination in theelectron726

triggersfπ/e and the electron contamination in pion triggersfe/π and their total uncertainties are from Ref. [54]. The narrow-727

path triggers have larger uncertainty due to charged pion background because of the slightly lower pion rejection performance.728

Overall, the uncertainty due to charged pion background is very low, at the10−4 level for all kinematics.729
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HRS, Kinematics Left DIS#1 Left DIS#2 Right DIS#2

narrow path

Ameas
π ± ∆Ameas

π (total) (ppm) −48.8 ± 14.0 −22.0 ± 21.4 −20.3 ± 6.0

Abc,raw
e,dit ± Abc,raw

e,dit (stat.) (ppm) −78.5 ± 2.7 −140.3 ± 10.4 −139.8 ± 6.6

fπ/e ± ∆fπ/e (total) (×10−4) (1.07 ± 0.24) (1.97 ± 0.18) (1.30 ± 0.10)
“

∆Ae
Ae

”

π−,n
0.89 × 10−4 0.63 × 10−4 0.27 × 10−4

wide path

Ameas
π ± ∆Ameas

π (total) (ppm) −41.3 ± 12.8 −23.7 ± 21.4 −20.3 ± 6.0

Abc,raw
e,dit ± ∆Abc,raw

e,dit (stat.) (ppm) −78.3 ± 2.7 −140.2 ± 10.4 −140.9 ± 6.6

fπ/e ± ∆fπ/e (total) (×10−4) (0.72 ± 0.22) (1.64 ± 0.17) (0.92 ± 0.13)
“

∆Ae
Ae

”

π−,w
0.54 × 10−4 0.55 × 10−4 0.21 × 10−4

TABLE X: For DIS kinematics: pion asymmetry resultsAmeas
π , beam-corrected electron raw asymmetryAbc,raw

e , pion contamination in
electron triggersfπ/e, and total uncertainties on the electron asymmetry resultsdue to pion background(∆Ae/Ae)π−,n and(∆Ae/Ae)π−,w,
all at the10−4 level.

HRS Left RES I Left RES II Right RES III Left RES IV Left RES V

narrow path

Ameas
π ± ∆Ameas

π (total) (ppm) −33.7 ± 88.6 −73.2 ± 48.8 −13.5 ± 12.7 52.2 ± 76.2 −41.5 ± 102.4

Abc,raw
e,dit ± ∆Abc,raw

e,dit (stat.) −55.1 ± 6.8 −63.8 ± 5.9 −54.4 ± 4.5 −104.0 ± 15.3 −67.9 ± 21.3

fπ/e ± ∆fπ/e (total) (×10−4) (0.79 ± 0.11) (2.40 ± 0.20) (3.82 ± 0.23) (0.26 ± 0.03) (0.45 ± 0.03)
“

∆Ae
Ae

”

π−,n
1.75 × 10−4 4.60 × 10−4 1.85 × 10−4 0.32 × 10−4 0.96 × 10−4

wide path

Ameas
π ± ∆Ameas

π (total) (ppm) −39.8 ± 74.9 −71.0 ± 43.7 −15.8 ± 12.4 58.8 ± 74.7 −47.7 ± 101.4

Abc,raw
e,dit ± ∆Abc,raw

e,dit (stat.) (ppm) −54.6 ± 6.8 −63.9 ± 5.9 −54.0 ± 4.5 −104.6 ± 15.3 −67.9 ± 21.5

fπ/e ± ∆fπ/e (total) (×10−4) (0.54 ± 0.15) (1.50 ± 0.25) (2.14 ± 0.48) (0.22 ± 0.03) (0.32 ± 0.04)
“

∆Ae
Ae

”

π−,w
1.13 × 10−4 2.71 × 10−4 1.22 × 10−4 0.28 × 10−4 0.71 × 10−4

TABLE XI: For resonance kinematics: pion asymmetry resultsAmeas
π , beam-corrected electron raw asymmetryAbc,raw

e , pion contamination in
electron triggersfπ/e, and total uncertainties on the electron asymmetry resultsdue to pion background(∆Ae/Ae)π−,n and(∆Ae/Ae)π−,w,

all at the10−4 level.

2. Pair Production Background730

The pair production background results from nucleon resonance production when the resonance decays into neutral pions731

(π0) that then decay intoe+e− pairs. Pair production from bremsstrahlung photons is not significant in the kinematics of732

this experiment because pair production is highly forward-peaked. Therefore, one expect that the effect from pair-production733

background to have a similar as that from charged pions and the prescription of Eq. (60) can be used by replacingAπ with734

Ae+ andfπ/e with the fractional contribution of pair production to the main electron triggerfe+/e− . For the pair-production735

asymmetry, we expect it to be determined by theπ0 photo- and electroproduction and thus comparable to that ofthe charged736

pion asymmetry. The contamination factorfe+/e− was determined for the two DIS kinematics by reversing the HRS polarity737

and measure the rate of positrons from theπ0 decay. Due to the low rate of positron events the HRS DAQ couldbe used for738

these studies with the VDC and a well-understood PID. However, the statistical uncertainties in the positron asymmetrywere739

quite large due to the very low positron rate. Moreover, theπ+ contamination in the positron trigger was quite high, estimated740

to be 11% and 20% for the Left DIS#1 and Right DIS#2, respectively, assuming the PID performance of the detector does not741

depend on the sign of the particles’ charge. The measured asymmetry of the pair-production background could not be corrected742

for theπ+ contamination due to the lack of knowledge on theπ+ asymmetry.743

Asymmetries extracted from positive polarity runs are shown in Table XII without corrections for theπ+ background or beam744

polarization.745

Because the statistical uncertainties in the positron asymmetry are so large, we relied on the fact thatπ0 must have similar746

asymmetries asπ−. We assume theπ0 asymmetry to be no larger than twice that of theπ− asymmetry and estimated the747
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HRS Left DIS#1 Right DIS#2

Araw
e+ (ppm), narrow723.2 ± 1154.7(stat.) 1216.0 ± 1304.5(stat.)

Araw
e+ (ppm), wide 742.4 ± 1151.5(stat.) 1199.0 ± 1304.5(stat.)

TABLE XII: Raw positron asymmetry results. No correction for the beam position, energy, and polarization, or theπ+ background was made.

uncertainty in the electron asymmetry due to pair production to be:748

(

∆Ae

Ae

)

pair

=

√

(

∆fe+/e−

)2
+

(

fe+/e−

∆Ae+

Ae

)2

, (63)

where∆Ae+ describes how muchAe+ differs from zero and the value2(|Aπ− |+∆Aπ−) was used. Results forfe+/e− and their749

statistical uncertainties are shown in Table XIII, and a30% uncertainty was used for∆fe+/e− to account for possible systematic750

effects in positron identification due to the highπ+ background in the rate evaluation. Results for the electronasymmetry751

uncertainty due to pair production background are also shown in Table XIII.752

HRS Left DIS#1 Left DIS#2 Right DIS#2

fe+/e− ± ∆fe+/e− (stat.) (2.504 ± 0.007) × 10−4 (5.154 ± 0.001) × 10−3 (4.804 ± 0.001) × 10−3

“

∆Ae
Ae

”

pair,narrow
4.1 × 10−4 3.5 × 10−3 2.3 × 10−3

“

∆Ae
Ae

”

pair,wide
3.5 × 10−4 3.7 × 10−3 2.3 × 10−3

TABLE XIII: Results for pair production (positron) contamination in the electron triggerfe+/e− and its statistical uncertainty, and the total

uncertainty on electron asymmetry due to pair production background,
“

∆Ae
Ae

”

pair
. Only DIS kinematics are shown. The errors shown for

fe+/e− are statistical only, and a 30% systematic uncertainty onfe+/e− was used in the evaluation of∆Ae
Ae

.

753

There was no measurement for the pair production rate for anyresonance kinematics. The value3 × 10−3 (the average of the754

uncertainty at DIS#2) was used as the relative uncertainty due to pair production for all resonance asymmetry results. This is755

a conservative estimate because theπ−/e rate ratios for resonance settings were similar to DIS #1 andare about one order of756

magnitude smaller than that of DIS#2 (see Table II),757

3. Target EndCap Corrections758

Electrons scattered off the target aluminum endcaps (Al 7075) cannot be separated from those scattered off the liquid deu-759

terium. The parity-violating asymmetries from aluminum and the alloying elements differ slightly from that of deuterium and a760

correction must be made. Because the Al 7075 alloy is made of≈ 90% aluminum, we calculate the effect from the aluminum761

asymmetry below, and the effect from other non-isoscalar elements (≈ 6% Zn and≈ 1.4% Cu) was estimated to be< 8% of762

that of Al. Based on Eqs. (2-14), the value of parity-violating (PV) asymmetry frome−Al scattering was calculated as763

AAl =
13Apσp + 14Anσn

13σp + 14σn
, (64)

whereσp(n) is the cross section andAp(n) is the PV asymmetry for scattering off the proton (neutron).The cross sectionsσp(n)764

were calculated using a fit to world resonance and DIS data [70]. The asymmetriesAp(n) were calculated using Eq. (34):765

Ap =

(

−3GFQ
2

2
√

2πα

)

Y1 [2C1u(u+ + c+) − C1d(d
+ + s+)] + Y3 [2C2u(u−) − C2d(d

−)]

4(u+ + c+) + (d+ + s+)
, (65)

An =

(

−3GFQ
2

2
√

2πα

)

Y1 [2C1u(d+ + c+) − C1d(u
+ + s+)] + Y3 [2C2u(u−) − C2d(d

−)]

4(d+ + c+) + (u+ + s+)
, (66)

with u± ≡ u± ū, d± ≡ d± d̄, s+ ≡ s+ s̄ andc+ ≡ c+ c̄.766
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The actual aluminum asymmetriesAAl may differ from the values calculated using Eq. (64) due to effects such as resonance767

structure (for resonance kinematics), and nuclear effectssimilar to the EMC effect [71, 72] of the unpolarized, parity-conserving768

structure functionsF1,2.769

For the two DIS kinematics (x = 0.2 − 0.3) the EMC effect for Al is approximately 3% [73]. A conservative relative770

uncertainty of10% was used forAAl in the DIS kinematics. For resonance kinematics, the EMC effect for Al is in the range771

(3 − 14)%, and even larger for higherx values. On the other hand, the measured electron asymmetry at all five resonance772

kinematics were found to be in good agreement (at the 10-15% level) with the values calculated using PDFs [49], and we expect773

that the uncertainty inAAl due to resonance structure cannot exceed this level. Addingthe nuclear and the resonance effects in774

quadrature, a20% relative uncertainty was used forAAl in the resonance kinematics.775

The fractional event rate from the aluminum endcaps,αAl/D, was calculated as776

αAl/D = ηAl/DR
EMC
Al/D

(13σp + 14σn)/27

(σp + σn)/2
= ηAl/DR

EMC
Al/D

26σp + 28σn

27σp + 27σn
, (67)

whereηAl/D is the ratio of the endcap to liquid deuterium thicknesses, andREMC
Al/D is the Al to deuterium cross-sectional EMC777

ratio from Ref. [72–76]. The target used for this experimenthad entrance and exit endcaps measured to be0.126 ± 0.011 ±778

0.003 mm and0.100 ± 0.008 ± 0.003 mm thick, respectively (see Table I), with the first error barfrom the standard deviation779

of multiple measurements at different positions on the endcap, and the second error from calibration of the instrument.The780

ratioηAl/D is ηAl/D = (0.126 + 0.100) mm×(2.7 g/cm3)/(20 cm×0.167 g/cm3) = 1.827% with an uncertainty of∆ηAl/D =781

0.115%.782

The correction to the electron PVDIS asymmetry was applied as783

AAl−corrected
e = Ae(1 + f̄Al), (68)

with f̄Al = −(αAl/D)
AAl −AD

AD
. (69)

The total uncertainty due to target endcaps is784

(

∆Ae

Ae

)

Al

=

√

(

∆αAl/D
AAl −AD

AD

)2

+
[

(δAAl
)αAl/D

]2
(70)

whereαAl/D is from Eq. (67),∆αAl/D = (∆ηAl/D/ηAl/D)αAl/D = 0.063αAl/D, AAl from Eqs.(64-66),AD from Eq. (32),785

andδAAl
is the maximal relative difference in the Al vs. D2 PV asymmetries caused by an EMC-like medium modification effect786

and resonance structures. As stated above, the valuesδAAl
= 10% for DIS and= 20% for resonance kinematics were used.787

Results for the endcap correction̄fAl and the uncertainty on the corrected electron asymmetry arelisted in Table XIV. As one788

can see, the correction due to aluminum is at the10−4 level. The effect from other non-isoscalar alloying elements in Al 7075789

was estimated to be at the10−5 level and was neglected in the analysis.790

Kinematics DIS#1 DIS#2 RES I RES II RES III RES IV RES V

(AAl − AD)/AD 0.567% 0.727% 1.335% 0.800 0.510 0.799 0.691

αAl/D 2.02% 2.02% 2.01% 2.02% 2.02% 2.02% 2.02%

f̄Al (×10−4) −1.146 −1.467 −2.687 −1.617 −1.033 −1.613 −1.395

(∆Ae/Ae)Al
0.239% 0.239% 0.422% 0.424% 0.424% 0.423% 0.424%

TABLE XIV: Target endcap correction for all kinematics. Shown here are the relative differences between calculated Al and D2 asymmetries,
(AAl − AD)/AD, the fractional event rate from Al endcapsαAl/D, corrections applied to measured electron asymmetriesf̄Al using Eq. (69),
and the relative uncertainty in the corrected electron asymmetry due to endcap corrections(∆Ae/Ae)Al using Eq. (70). Corrections from
other non-isoscalar alloying elements in Al 7075 was estimated to be at the10−5 level or smaller, and thus were neglected in the analysis.

Events were also taken on a thick, “dummy” target consistingof two aluminum foils with their thickness approximately 10791

times that of the liquid deuterium cell. The thickness was chosen such that the total radiation length of the dummy targetmatches792

that of the liquid D2 target. However, due to limited beam time, the asymmetry uncertainty collected from the aluminum dummy793

target was not precise enough to reduce the systematic uncertainty due to target endcaps.794

4. Beam Transverse Asymmetry Correction795

Transverse asymmetry background, also called the beam normal asymmetry background, describes the effect of the electron796

beam spin polarized in the direction normal to the scattering plane defined by the momentum vectors of the incident and the797
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scattered electrons~ke and~k′e [77]. This beam normal asymmetry is parity-conserving and must be treated as a background of798

the measurement. Calculations at the pure partonic level show that this asymmetry is between 0.1-0.2 ppm at the kinematics799

of this experiment, but mechanisms beyond the parton level can enhance the asymmetry by 1-2 orders of magnitude [78]. The800

contribution from the beam normal asymmetryAn to the measured asymmetry can be expressed as801

δA = (An)~S · k̂n with ~kn ≡ k̂e × k̂′e and k̂n = ~kn/|~kn| , (71)

whereAn is the beam-normal asymmetry and~S is the beam polarization vector. Denotingθ0 the central scattering angle802

of the spectrometer andθtr the vertical angle of the scattered electron w.r.t. the nominal setting of the spectrometer (see803

Fig. 16), one haŝke = (0, 0, 1) andk̂′e = (sin θ0 cos θtr, sin θ0 sin θtr, cos θ0), giving ~kn = (− sin θ0 sin θtr, sin θ0 cos θtr, 0)804

andk̂n = (− sin θtr, cos θtr, 0), thus805

δA = An [−SH sin θtr + SV cos θtr] , (72)

whereSV,H,L are respectively the electron polarization components in the vertical (perpendicular to the nominal scattering plane806

defined by the electron beam and the central ray of the spectrometer), horizontal (within the nominal plane but transverse to the807

beam), and longitudinal directions. The value ofSL is thus the beam longitudinal polarizationPb. During the experiment the808

beam spin components were controlled to|SH/SL| 6 27.4% and|SV /SL| 6 2.5% and the average value ofθtr was found from809

data to be less than 0.01 rad. Therefore the beam vertical spin dominates this background:810

(∆Ae)An
≈ AnSV cos θtr ≈ AnSV 6 (2.5%)PbAn . (73)

ke

SL

SH

SV

k’e

θ0

θ tr

(X)

(Z)

(Y)

FIG. 16: Kinematics of the beam normal asymmetry background. The incident and the scattered electrons’ momenta are~ke and~k′
e, and

~SV,H,L denote respectively the incident electron’s spin polarization components in the vertical, horizontal, and longitudinal directions. The
central scattering angle setting of the spectrometer isθ0 and the scattered electron’s momentum has an out-of-plane angle denoted byθtr.

During the experiment, the size of the beam normal asymmetryAn was measured for DIS kinematics during dedicated “trans-811

verse runs” where the beam was fully polarized in the vertical direction,ST
H = ST

L ≈ 0 andSV = PT
b0 where the superscriptT812

stands for transverse asymmetry measurement andPT
b0 is the maximum beam polarization during such measurement. Asymme-813

tries measured during these runs are thusAmeas
n = AnP

T
b0. Because the maximum beam polarization is the same for production814

and transverse asymmetry running, one hasPT
b0 = S0 ≡

√

S2
L + S2

V + S2
H =

√

1 + (0.274)2 + (0.025)2SL = 1.037SL and815

the total uncertainty in the electron asymmetry can be calculated as816

(

∆Ae

Ae

)

An

=
AnSV

Ameas
e

=
(Ameas

n /S0)SV

Ameas
e

=
Ameas

n

Ameas
e

SV

S0
6 2.4%

Ameas
n

Ameas
e

. (74)

For DIS kinematics, we denoteδAmeas
n as how muchAn could differ from zero to account for the uncertainty of theAn817

measurement, and write818

(

∆Ae

Ae

)

An,DIS

6 2.4%
δAmeas

n

Ameas
e

. (75)

If the measuredAn is consistent with zero, the statistical uncertainty of themeasurement∆Ameas
n (stat.) is taken asδAmeas

n ,819

otherwise the value of(|Ameas
n | + ∆Ameas

n ) is used asδAmeas
n .820

Results for the beam transverse asymmetry measurements areshown in Table XV for the two DIS kinematics along with the821

resulting uncertainty on the electron PVDIS asymmetry due to beam transverse polarizations.822

Beam transverse asymmetry measurements were not performedfor the resonance kinematics. However,An measured in the823

DIS region has a similarQ2 dependence and magnitude as that measured in previous elastic electron scattering from the proton824
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Kinematics Left DIS#1 Right DIS#2

Q2 (GeV/c)2 1.085 1.907

Ameas
n ± ∆Ameas

n (stat.) (ppm, narrow)−24.15 ± 15.05 23.49 ± 44.91

Ameas
e (ppm, narrow) 78.45 −139.97
“

∆Ae
Ae

”

An, narrow
1.18% 0.76%

Ameas
n ± ∆Ameas

n (stat.) (ppm, wide) −24.66 ± 15.01 24.60 ± 44.90

Ameas
e (ppm, wide) 78.27 −140.67
“

∆Ae
Ae

”

An, wide
1.20% 0.76%

TABLE XV: The measured beam transverse asymmetry together with the resulting uncertainty on the electron asymmetry. The dithering-
corrected values were used for bothAmeas

e andAmeas
n . For DIS#2, the electron asymmetry is the combined value from the Left and the Right

HRS.

and heavier nuclei [77]. This indicates the size ofAn to be determined predominantly byQ2, and that the response of the target825

(elastic vs. DIS) only affectsAn at higher orders. Based on this observation, we used Ref. [77] to calculateAn for all resonance826

kinematics. We foundAn to be between−38 and−80 ppm depending on the value ofQ2, and are always smaller than that of827

the electron asymmetry. Therefore the uncertainty due toAn was estimated for resonance kinematics as828

(

∆Ae

Ae

)

An,RES

≈
∣

∣

∣

∣

AnSV

Ameas
e

∣

∣

∣

∣

=

∣

∣

∣

∣

SV An

PbA
phys
e

∣

∣

∣

∣

6 |SV /Pb| = |SV /SL| = 2.5% . (76)

5. Target Purity, Density Fluctuation and Other False Asymmetries829

The liquid deuterium used contained [79]1889 ppm HD (hydrogen deuteride),< 100 ppm H2, 4.4 ppm N2, 0.7 ppm O2,830

1.5 ppm CO,< 1 ppm methane and0.9 ppm CO2. The only non-negligible effect on the measured asymmetry comes from the831

proton in HD. Since the proton asymmetry as given by Eq. (65) differs from the asymmetry of the deuteron by no more than832

±(15 − 30)%, the proton in HD contributes an uncertainty of(∆Ae/Ae)HD < 0.06% to the measured electron asymmetry.833

6. Rescattering and Poletip Scattering Background834

In this section, two kinds of backgrounds from rescatteringinside the HRS spectrometers are considered. The first is dueto835

electrons from outside the HRS momentum acceptance which rescatter into the detector. The second effect is called “poletip836

scattering”, which refers to electrons which scattered from polarized electrons (Møller scattering) in the magnetized iron in the837

HRS dipoles. These backgrounds are suppressed by a factor of10 compared to the estimates given in Ref. [19] because of our838

trigger threshold for the lead-glass detector.839

Using Eq. (57), the correction to our asymmetry for both cases can be written as840

f̄rs = −frs∆A
Ameas

, (77)

wherefrs is the fraction of the rescattering background and∆A = Abgr − Ameas is the difference between the background’s841

asymmetry and the measured asymmetry. The correction can beevaluated by integrating over the energy that contribute tothis842

background:843

frs∆A =
1

∆EHRS

∫

outside

dE
Prs(E)Pthr

(

dσ
dΩdE

)

outside
(Abgr −Ameas)

(

dσ
dΩdE

)

inside

, (78)

where∆EHRS is the HRS energy acceptance,Prs is the rescattering probability that describes the relative contribution of844

rescattered events among all events that reach the detectors,Pthr is the probability for rescattered events that reach the detectors845

to pass the trigger threshold and cause an electron trigger,and
(

dσ
dΩdE

)

inside(outside)
is the scattering cross section inside (outside)846

the HRS acceptance. The integration is done from just outside the spectrometer acceptance (beyond±4%) to up to±20% of the847

nominal settingE′
0. The upper limit of20% is used because the functionPrs(E) becomes negligible beyond this range.848

The rescattering probabilityPrs(E) was measured by the HAPPEx experiment [19], and the results are shown in Fig. 17. The849

probability drops to below10−3 just outside the HRS acceptance (4%) and quickly to10−6 at20%. Although only the positive850
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detune (δp/p > 0) was measured, we assumed the distribution is symmetric around the nominal momentum of the spectrometer.851

The trigger threshold factorPthr ≈ 0.1 is estimated from the location of the trigger threshold for our lead glass detector. The
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FIG. 17: The functionPrs(E) determined from HAPPEx data.

852

parity-violating asymmetry scales withQ2 and we found that̄frs ≪ 2 × 10−5.853

In Ref. [19] an upper bound for the poletip scattering effectwas found. Using that analysis, and without accounting for the854

further suppression by our trigger thresholds, we estimatethat855

f̄pole−tip <
0.3 ppm

Ameas
. (79)

Because the effects from rescattering and pole-tip scattering are both small, no correction to the asymmetry was made and856

these two effects were counted as additional systematic uncertainties.857

H. Electromagnetic Radiative Corrections858

Electrons undergo radiative energy losses due to interactions such as internal and external bremsstrahlung and ionization loss,859

both before and after the scattering. This causes two effects on the measurement: 1) There is a small beam depolarizationeffect860

associated with the energy loss of incident electrons; 2) the energy loss of both incident and scattered electrons wouldcause a861

difference between the kinematics reconstructed from the detected signals and what really happened at the interactionpoint. We862

discuss these two effects separately.863

1. Beam Depolarization Effect in Bremsstrahlung864

The depolarization of electron from bremsstrahlung radiation was calculated based on Ref. [80] and the formalism is provided865

in B. We define a depolarization correction866

fdepol =
〈AeD〉
〈Ae〉

(80)

whereD is the beam depolarization factor (with zero depolarization corresponding toD = 100%) and the average of a quantity867

〈a〉 (a = Ae orAeD) is taken over the spectrometer acceptance and the cross section σ:868

〈a〉 ≡
∫

HRS
a · σ · (acceptance)

∫

HRS σ · (acceptance)
. (81)

The measured asymmetry should be corrected as869

Adepol−corrected = Ameas
e (1 + f̄depol) , (82)

wheref̄depol ≡ (1/fdepol) − 1 ≈ 〈Ae〉/〈AeD〉 − 1. An HAMC simulation was done to determine the value off̄depol and the870

results are shown in Table XVI.871



35

Kinematics DIS#1 DIS#2 RES I RES II RES III RES IV RES V

f̄depol 0.096% 0.209% 0.005% 0.028% 0.093% 0.061% 0.081%

TABLE XVI: Beam depolarization correction̄fdepol for all kinematics.

2. Corrections for Vertex versus Detected Kinematics872

Due to energy losses of the electrons, the kinematics at the interaction vertex is not the same as those calculated from the873

initial beam energy and the electron’s momentum detected bythe spectrometer. This effect is illustrated in Fig. 18: since the

δE

δE’

E’vtx

Evtx
E (beam)

E’   (detected)det

b

FIG. 18: Kinematics used in HAMC to correct energy lossesδE andδE′ for the incoming and outgoing electrons respectively. The kinematics
reconstructed from the data corresponds toEbeam andE′

det, while the vertex kinematics corresponds toEvtx andE′
vtx.

874

shift between detected and vertex kinematics relies heavily on the experimental setup, it is desired to correct the measured875

asymmetry for this effect such that the corrected values canbe compared to theoretical expectations in an unambiguous way.876

This correction factor is defined as:877

1 + f̄rc =
A(〈Q2

det〉, 〈xdet〉)
〈A(Q2

vtx, xvtx)〉
, (83)

and is applied to the measured asymmetry as:878

Arad−corrected
e = Ameas

e (1 + f̄rc) . (84)

HereA(〈Q2
det〉, 〈xdet〉) is the asymmetry calculated at the cross-section- and acceptance-weighted values [see Eq. (81)] ofQ2

det879

andxdet, evaluated from the initial beam energy and the detected electrons momentum, and〈A(Q2
vtx, xvtx)〉 is the asymmetry880

still averaged over all detected electrons following Eq. (81), but now calculated using the vertex kinematicsQ2
vtx andxvtx of881

each event. Since the value〈A(Q2
vtx, x

2
vtx)〉 is the expected value of what was actually measured in the experiment (Ameas

e ), the882

resultArad−corrected
e can be treated as the value corresponding to〈Q2

det〉 and〈xdet〉. The value ofArad−corrected
e can thus be883

compared with theoretical calculations evaluated at〈Q2
det〉 and〈xdet〉 to extract physics results.884

The radiative correction was evaluated using HAMC which calculates both the numerator and the denominator of Eq. (83).885

Therefore, we expect that any small imperfection in the understanding of the HRS acceptance or cross-section calculation, such886

as that indicated by the 2 standard-deviation disagreementin Q2 between HAMC and data for RES III, would cancel out to the887

first order, and does not lead to a larger uncertainty in the radiative correction for this kinematics. The treatment of radiative888

effects was based on the prescription of Mo & Tsai [81]. The detailed procedure is described below.889

For each simulated event, the scattering angleθ and the momentum of the scattered electronE′
vtx at the vertex were generated890

randomly. The energy loss of incoming and outgoing electrons δE andδE′ were then calculated using the formula given on891

page 5-7 of Ref. [82], which includes external bremsstrahlung, internal bremsstrahlung using the effective radiator formula, and892

ionization loss. Next, the incoming electron’s energy at the vertex is calculated asEvtx = Eb−δE whereEb is the (fixed) initial893

beam energy and the detected momentum of the scattered electron calculated asE′
det = E′

vtx − δE′. If θ andE′
det fell within894

the spectrometer acceptance, the cross section and the PV asymmetry were calculated using both the detected(Eb, Edet, θ) and895

the vertex kinematics(Evtx, E
′
vtx, θ) and were stored.896
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The vertex kinematics(Q2
vtx,Wvtx) calculated using(Evtx, θ, E

′
vtx) is shown in Fig. 19 for the two DIS kinematics. One897

can see that the vertex kinematics of an event could fall intoone of the following categories:e-2H elastic (W < M with M the898

proton mass, quasi-elastic (W ≈ M ), nucleon resonances (M . W < 2 GeV), and DIS (W > 2 GeV). To evaluate the PV
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FIG. 19: Simulated vertex kinematics of the two DIS kinematics #1 (left) and #2 (right).

899

asymmetries for different vertex kinematics, the following prescription was used:900

1. Fore−2H elastic scattering, the method from the SAMPLE experiment[14] was used, where the cross section was based901

on Ref. [83] and the PV asymmetry was based on a simple model that compares well to the calculation of Ref. [84]. The902

strange magnetic form factorGs
M in this method was taken to be zero.903

2. For quasi-elastic scattering, the cross section and the asymmetry were calculated using the elastic scattering formula904

and elastic form factors for the neutron and the proton [see Section VII of Ref. [19]], then smeared for their Fermi905

motion following the algorithm of Ref. [70]. The quasi-elastic (qe) PV asymmetry was then calculated asAqe
d =906

(Ael
p σ

el
p +Ael

nσ
el
n )/(σel

p + σel
n ) whereAel

p(n) andσel
p(n) are the elastic asymmetry and cross section for the proton (neu-907

tron), respectively.908

3. For the nucleon resonance region (1 . W < 2 GeV), the cross section was based on Ref. [70], and the asymmetries909

were calculated from three models: one theoretical model for the∆(1232) [85], a second theoretical model that covers910

the whole resonance region [86], and one “cross-section-scaling model” whereAres = σres

σdis
Adis was used. HereAdis911

was calculated from Eqs. (2, 6,7,10,11,12, 13,14) with MSTW2008 PDFs [87],σdis was calculated using the NMC fit of912

F2 [88] structure functions andR from Ref. [70], andσres was from Ref. [70] which exhibits distinct resonance structures;913

The cross-section-scaling model was used only when the theoretical models do not cover the kinematics of a particular914

event.915

4. For DIS (W > 2 GeV), the cross section was calculated using Bosted’s fits [70] and the PV asymmetry was calculated916

using Eqs. (2, 6,7,10,11,12, 13,14) with MSTW2008 PDFs [87]. ForR in Eq. (7) again Ref. [70] was used.917

The physics inputs to HAMC fore−2H elastic, quasi-elastic, DIS, as well as the cross sectionswere all based on existing data918

and the uncertainties are small. The uncertainty of the correction was thus dominated by that from the resonance asymmetry919

models. The validity of these models were evaluated by comparing the measured asymmetries from the resonance kinematics,920

RES I through IV, with calculations from these models. The kinematic coverage of resonance measurements is shown in Fig.20.921

These resonance asymmetries were reported in Ref. [49], andit was found that the data agree well with both resonance mod-922

els [85, 86] except RES I. Results at RES I agreed with the two models at the two standard deviation level. The uncertainty923

from the resonance models was taken to be either the observeddifference between resonance data and model, or the statistical924

uncertainty of the resonance asymmetry measurement, whichever is larger. This gives different model uncertainties asfollows:925

• For W 2 < 1.96 (GeV)2 or the∆(1232) region: RES I locates primarily in this region. The observed25% relative926

discrepancy between RES I data and the calculation was used as the model uncertainty in this region;927

• For 1.96 < W 2 < 3.0 (GeV)2: RES II locates primarily in this region. Since the RES II asymmetry result agreed well928

with both models, the 10.0% relative statistical uncertainty of the RES II asymmetry was used as the model uncertainty in929

this region.930

• For 3.0 < W 2 < 4.0 (GeV)2: Both RES III and IV locate in this region. Since the agreement with the calculations was931

well within the statistical uncertainties, the relative uncertainties for RES III and IV (8.9% and 15.4% respectively)were932

combined, and the resulting value of7.7% was used as the model uncertainty in this region.933
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FIG. 20: Kinematics coverage of the four resonance measurements (colored contours), compared with the DIS vertex kinematics (black
contours).

For radiative corrections at DIS kinematics, the resonancemodels affect the denominator, but not the numerator of Eq. (83).934

Therefore the above model uncertainty affects directly theDIS corrections. These uncertainties were combined with the frac-935

tional events whose vertexes fell within the correspondingW region to estimate the uncertainty on〈A(Q2
vtx, xvtx)〉 andf̄rc. For936

radiative corrections at resonance kinematics, the resonance models affect both the denominator and the numerator of Eq. (83).937

The uncertainty of the model itself therefore cancels out inprinciple in the correction factor̄frc. For resonance kinematics, a938

conservative20% relative uncertainty was used for̄frc.939

The radiative correction factor1+f̄rc obtained from the above procedure is shown in Table XVII for the two models separately.940

The average value of the two models were applied to the measured asymmetries of this experiment.941

KinematicsResonance ModelsA(〈Q2
det〉, 〈x2

det〉) 〈A(Q2
vtx, x

2
vtx)〉 1 + f̄rc 1 + f̄rc

used ppm ppm average

DIS #1
Ref. [85] −88.6 −86.8 1.021 ± 0.020 1.015 ± 0.021

Ref.[86] −88.6 −87.8 1.009 ± 0.020

DIS #2
Ref. [85] −159.6 −156.6 1.019 ± 0.004 1.019 ± 0.0043

Ref.[86] −159.6 −156.7 1.019 ± 0.004

RES I
Ref. [85] −93.4 −82.2 1.137 ± 0.027 1.1095 ± 0.0352

Ref.[86] −89.0 −82.2 1.082 ± 0.016

RES II
Ref. [85] −65.5 −65.5 1.0002 ± 0.0000 1.0205 ± 0.0207

Ref.[86] −71.1 −68.3 1.0408 ± 0.0082

RES III
Ref. [85] −58.6 −59.1 0.9930 ± 0.0014 1.0005 ± 0.0076

Ref.[86] −62.5 −62.0 1.0079 ± 0.0016

RES IV
Ref. [85] −117.5 −116.7 1.0063 ± 0.0013 1.0170 ± 0.0112

Ref.[86] −123.7 −120.4 1.0276 ± 0.0055

RES V
Ref. [85] −103.9 −101.4 1.0241 ± 0.0048 1.0134 ± 0.0110

Ref.[86] −103.9 −103.6 1.0027 ± 0.0005

TABLE XVII: Radiative correction factors. For each kinematics, the simulated asymmetries using two resonance models are shown. In
kinematic regions where the resonance models are not available, the cross-section-scaling model was used. These asymmetries were input to
Eq. (83) to obtain the radiative correction factors. Results from the two models were averaged to provide the final correction 1 + f̄rc, and the
difference between the two was combined with uncertaintiesof resonance models themselves to provide the total uncertainty on f̄rc.
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I. Box Diagram Corrections942

Box diagram corrections refer to effects that arise when theelectron simultaneously exchanges two bosons (γγ, γZ, orZZ943

box) with the target, and are dominated by theγγ and theγZ box diagrams. For PVES asymmetries, the box diagram effects944

include those from the interference betweenZ-exchange and theγγ box, the interference betweenγ-exchange and theγZ box,945

and the effect of theγγ box on the electromagnetic cross sections. It is expected that there is at least partial cancellation among946

these three terms. The box-diagram corrections were applied as947

Abox−corrected = (1 + f̄box)A
meas
e . (85)

Corrections for theγγ box effect to the measured electron asymmetry were estimated to bef̄γγbox = −0.002 and−0.003 for948

DIS #1 and #2, respectively. The effect of theγZ box for DIS kinematics was treated separately as part of the electroweak949

radiative corrections and will be described in Sec. IV D 1 [Eqs. (86-89)]. For resonance kinematics, the combined corrections950

for γγ andγZ boxes (i.e. the full box correction) were estimated to bef̄γγ,γZboxes = +0.005. A relative 100% uncertainty was951

used for all box-diagram corrections.952

IV. RESULTS953

A. Asymmetry results for both DIS and resonance settings954

Table XVIII presents the measured asymmetries along with their kinematics, all corrections, and the final physics asymmetry955

results. Thex andQ2 values were obtained from the data and therefore were weighted by the scattering cross section. The956

dithering-corrected asymmetries were used asAbc,raw and the difference between dithering and regression methods were used957

as the systematic uncertainty ofAbc,raw (see Table IV). In addition to the corrections and uncertainties presented in Sections III E958

through III I, deadtime corrections from Ref. [54] were alsoapplied to the asymmetries. We chose asymmetries measured by the959

narrow triggers of the DAQ asAbc,raw because of the smaller counting deadtime and the associateduncertainty. All corrections960

were applied using Eq. (58). The largest corrections are dueto beam polarization, DAQ deadtime, and electromagneic radiative961

corrections. The largest uncertainties come from the beam normal asymmetry and determination of theQ2 values. We also note962

that the pair-production background, though very small forthe present experiment, causes an uncertainty typically one order of963

magnitude larger than that from the charged pion backgroundbecause one cannot reject pair-production background withPID964

detectors.965

B. Group trigger asymmetry results for resonance kinematics966

The asymmetry data taken in the resonance region were of particular value: they provided the first PVES asymmetries over the967

complete nucleon resonance region, and the first test of quark-hadronduality for electroweak observables. For nucleonresonance968

studies, fine-binning inW is often desired to reveal detailed resonance structure. Asdescribed in Ref. [54], in addition to the969

so-called global electron triggers that lead to the main results presented in the previous section, the detector package was divided970

into groups, for which group electron triggers were constructed, and data recorded in the same way as global triggers. Settings971

RES I, II, IV and V on the left HRS had six groups, while settingRES III on the right HRS had eight groups. The kinematics972

coverage varies between group triggers, providing different coverage inW . Figure 21 shows theQ2 andW coverage of the six973

groups for setting RES I. As one can see, theQ2 range is similar but theW coverages of the six groups are different.974

Because there were overlaps in the detector grouping of the DAQ (that is, some lead glass blocks were used as inputs to two975

group triggers), approximately (10-30)% events were recorded simultaneously by two adjacent groups and the group trigger976

events were not completely uncorrelated. Nevertheless, asymmetries extracted for individual groups allowed a study of the977

W -dependence of the asymmetry. Corrections to the raw asymmetry from group triggers were applied in the same manner978

presented in the previous section. Among all corrections, two corrections were expected to vary among groups to an observable979

level, and must be evaluated carefully for individual groups: deadtime (rate-dependent) and electromagnetic radiative corrections980

(kinematic-dependent). All other corrections either do not depend on groups, or their kinematic variation is expectedto be well981

below the statistical uncertainty of the measurement.982

Tables XIX and XX show respectively for the left and the rightHRS: the average kinematics〈W 〉 and〈Q2〉, the raw measured983

asymmetries, the two group-dependent corrections for individual groups, and the physics asymmetry results. Corrections and984

uncertainties that do not depend on groups are the same as in Table XVIII. Similar to DIS results, we used the dithering-corrected985

asymmetries measured from the narrow path triggers of the DAQ as raw-asymmetry inputs to the analysis because the narrow986

path had smaller counting deadtime and associated uncertainties.987
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Kinematics

DIS#1 Left DIS#2 Right DIS#2 RES I RES II RES III RES IV RES V

Eb (GeV) 6.067 6.067 4.867 4.867 4.867 6.067 6.067

θ0 12.9◦ 20.0◦ 12.9◦ 12.9◦ 12.9◦ 15.0◦ 14.0◦

E′
0 (GeV) 3.66 2.63 4.00 3.66 3.10 3.66 3.66

〈Q2〉data [(GeV/c)2] 1.085 1.901 0.950 0.831 0.757 1.472 1.278

〈x〉data 0.241 0.295 0.571 0.335 0.228 0.326 0.283

〈W 〉data (GeV) 2.073 2.330 1.263 1.591 1.857 1.981 2.030

Y3 0.434 0.661 0.340 0.353 0.411 0.467 0.451

RV 0.808 0.876 − − − − −
Y3RV 0.351 0.579 − − − − −

Abc,raw (ppm) −78.45 −140.30 −139.84 −55.11 −63.75 −54.38 −104.04 −67.87

(stat.) ±2.68 ±10.43 ±6.58 ±6.77 ±5.91 ±4.47 ±15.26 ±21.25

(syst.) ±0.07 ±0.16 ±0.46 ±0.10 ±0.15 ±0.24 ±0.26 ±0.72

Corrections with systematic uncertainties

Pb 88.18% 89.29% 88.73% 90.40% 90.40% 90.40% 89.65% 89.65%

∆Pb ±1.76% ±1.19% ±1.50% ±1.54% ±1.54% ±1.54% ±1.24% ±1.24%

1 + f̄depol 1.0010 1.0021 1.0005 1.0003 1.0009 1.0006 1.0008

(syst.) < 10−4 < 10−4 < 10−4 < 10−4 < 10−4 < 10−4

1 + f̄Al 0.9999 0.9999 0.9999 0.9997 0.9998 0.9999 0.9998 0.9999

(syst.) ±0.0024 ±0.0024 ±0.0024 ±0.0042 ±0.0042 ±0.0042 ±0.0042 ±0.0042

1 + f̄dt 1.0147 1.0049 1.0093 1.0148 1.0247 1.0209 1.0076 1.0095

(syst.) ±0.0009 ±0.0004 ±0.0013 ±0.0006 ±0.0023 ±0.0041 ±0.0004 0.0007

1 + f̄rc 1.015 1.019 1.1095 1.0205 1.0005 1.0170 1.0134

(syst.) ±0.020 ±0.004 ±0.0352 ±0.0207 ±0.0076 ±0.0112 0.0110

1 + f̄γγbox 0.998 0.997 − − − − − −
1 + f̄γγ,γZboxes − − 1.005 1.005 1.005 1.005 1.005 1.005

(syst.) ±0.002 ±0.003 ±0.005 ±0.005 ±0.005 ±0.005 ±0.005 ±0.005

Systematic uncertainties∆Aphys/Aphys with no correction

charged pion ±9 × 10−5 ±6 × 10−5 ±3 × 10−5 ±1.8 × 10−4 ±4.6 × 10−4 ±1.9 × 10−4 ±3 × 10−5 ±1.0 × 10−4

pair production ±0.0004 ±0.004 ±0.002 ±0.003 ±0.003 ±0.003 ±0.003 ±0.003

beamAn ±0.025 ±0.025 ±0.025 ±0.025 ±0.025 ±0.025 ±0.025 ±0.025

Q2 ±0.0085 ±0.0064 ±0.0065 ±0.0081 ±0.0073 ±0.008 ±0.035 ±0.037

rescattering ≪ 0.002 ≪ 0.002 ≪ 0.002 ≪ 0.002 ≪ 0.002 ≪ 0.002 ≪ 0.002 ≪ 0.002

target impurity ±0.0006 ±0.0006 ±0.0006 ±0.0006 ±0.0006 ±0.0006 ±0.0006 ±0.0006

Asymmetry Results

Aphys (ppm) −91.10 −160.80 −68.62 −73.75 −61.49 −118.97 −77.50

(stat.) ±3.11 ±6.39 ±8.43 ±6.84 ±5.05 ±17.45 ±24.27

(syst.) ±2.97 ±3.12 ±3.26 ±2.78 ±2.06 ±5.54 ±3.84

(total) ±4.30 ±7.12 ±9.04 ±7.38 ±5.46 ±18.31 ±24.57

TABLE XVIII: Asymmetry results on~e−2H parity-violating scattering from the PVDIS experiment atJLab. The DIS results were previously
published in Ref. [48]. The kinematics shown include the beam energyEb, central angle and momentum settings of the spectrometerθ0, E

′
0, the

actual kinematics averaged from the data (cross-section-weighted)〈Q2〉 and〈x〉, the kinematics factorY3 [calculated using〈Q2〉, 〈x〉, Eb and
Eq. (2)], the PDF valence quark distribution function ratioRV calculated from MSTW2008 [87] Leading-Order parameterization and Eq. 31,
and the productY3RV that provides the lever arm for isolating theC2q contribution to the asymmetry. The electron asymmetries obtained
from the narrow trigger of the DAQ with beam dithering corrections,Abc,raw, were corrected for the effects from the beam polarizationPb

and many systematic effects including: the beam depolarization effectf̄depol, the target aluminum endcap̄fAl, the DAQ deadtimēfdt [54], the
radiative correction̄frc that includes effects from energy losses of incoming and scattered electrons as well as the spectrometer acceptance and
detector efficiencies, and the box-diagram correctionf̄γγbox (for DIS) andf̄γγ,γZboxes (for resonances). Systematic effects that do not require
a correction to the asymmetry include: the charged pion and the pair production background , the beam normal asymmetry, the uncertainty in
the determination ofQ2, the re-scattering background, and the target impurity. Final results on the physics asymmetriesAphys are shown with
their statistical, systematic, and total uncertainties.
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FIG. 21: Event distributions inW (left) and Q2 (right) for the six DAQ groups taken at setting RES I. The coverage inW increases
monotonously from group 1 to 6. The red (the highest) histogram shows the global trigger events.
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FIG. 22: (Color online) From Ref. [49]: W -dependence of the parity-violating asymmetries in~e−2H scattering in the nucleon resonance
region. The physics asymmetry resultsAphys

PV for the four kinematics RES I, II, III and IV (solid circles, solid squares, solid triangles, and open
triangles, respectively), in parts per million (ppm), are scaled by1/Q2 and compared with calculations from Ref. [85] (Theory A, dashed),
Ref. [86] (Theory B, dotted), Ref. [89] (Theory C, solid) andthe DIS estimation (dash-double-dotted) using Eq. (32) with the extrapolated CJ
PDF [90]. The vertical error bars for the data are statistical uncertainties, while the horizontal error bars indicate the root-mean-square values
of theW coverage of each bin. The experimental systematic uncertainties are shown as the shaded bands at the bottom. For each of the four
kinematics, calculations were performed at the fixedEb andQ2 values of each of the RES I, II, III and IV settings and with a variation inW
to match the coverage of the data. Theories B and C each have three curves showing the central values and the upper and the lower bounds of
the calculation. Uncertainties of the DIS calculation werebelow 1 ppm and are not visible.

C. Test of quark-hadron duality using resonance PV asymmetries988

Figure 22 shows theW -dependence of the group-trigger resonance asymmetry results Aphys
PV of Tables XIX and XX, scaled989

by 1/Q2. The data of adjacent bins in each kinematics typically havea 20-30% overlap and are thus correlated, while the lowest990

and the highest bins of each kinematics have larger overlapswith their adjacent bins. Figure 22 illustrates that all asymmetry991

data are consistent with the three resonance models and withthe DIS estimation. No significant resonance structure is observed992

in theW -dependence of the asymmetries.993

The agreement with DIS-based calculations indicates that quark-hadron duality holds for PVES asymmetries on the deuteron994

at the(10 − 15)% level throughout the resonance region, forQ2 values just below 1 (GeV/c)2. These results are comparable995
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Group 1 2 3 4 5 6

RES I

〈Q2〉data[(GeV/c)2] 0.992 0.966 0.948 0.940 0.931 0.940

〈W 〉data(GeV) 1.119 1.175 1.245 1.305 1.350 1.364

Abc,raw
dit (ppm) −30.84 −57.65 −54.01 −46.12 −60.24 −95.49

(stat.) 18.31 14.34 11.51 11.33 14.41 23.85

1 + f̄dt 1.0077 1.0089 1.0105 1.0106 1.0088 1.0069

(syst.) 0.0004 0.0009 0.0004 0.0010 0.0008 0.0009

1 + f̄rc 1.359 1.150 1.045 1.024 1.011 1.010

(syst.) 0.155 0.031 0.014 0.005 0.004 0.004

Aphys (ppm) −46.95 −74.35 −63.37 −53.05 −68.26 −107.89

(stat.) ±27.87 ±18.49 ±13.50 ±13.03 ±16.33 ±26.95

(syst.) ±7.42 ±3.36 ±2.26 ±1.77 ±2.26 ±3.58

(total) ±28.84 ±18.80 ±13.69 ±13.15 ±16.48 ±27.18

RES II

〈Q2〉data[(GeV/c)2] 0.856 0.849 0.834 0.820 0.808 0.819

〈W 〉data(GeV) 1.503 1.533 1.583 1.629 1.662 1.672

Abc,raw
dit (ppm) −60.67 −55.15 −77.16 −65.46 −65.92 −61.73

(stat.) 13.24 11.18 10.55 10.57 12.95 20.71

1 + f̄dt 1.0134 1.0152 1.0160 1.0158 1.0135 1.0107

(syst.) 0.0008 0.0017 0.0006 0.0014 0.0012 0.0015

1 + f̄rc 1.032 1.017 1.012 1.000 0.995 0.995

(syst.) 0.006 0.003 0.002 < 0.001 0.001 0.001

Aphys (ppm) −70.56 −63.31 −88.21 −73.94 −73.91 −69.02

(stat.) ±15.40 ±12.83 ±12.06 ±11.94 ±14.52 ±23.16

(syst.) ±2.35 ±2.09 ±2.89 ±2.42 ±2.42 ±2.26

(total) ±15.58 ±13.00 ±12.40 ±12.18 ±14.72 ±23.27

RES IV

〈Q2〉data[(GeV/c)2] 1.531 1.533 1.473 1.442 1.427 1.378

〈W 〉data(GeV) 1.901 1.922 1.978 2.020 2.049 2.071

Abc,raw
dit (ppm) −103.29 −91.13 −82.82 −117.19 −142.95 87.30

(stat.) 32.87 32.21 27.24 27.00 37.52 96.85

1 + f̄dt 1.0057 1.0057 1.0061 1.0061 1.0055 1.0049

(syst.) 0.0003 0.0004 0.0003 0.0004 0.0004 0.0003

1 + f̄rc 1.013 1.013 1.020 1.027 1.031 1.032

(syst.) 0.003 0.003 0.004 0.005 0.006 0.006

Aphys (ppm) −118.02 −104.13 −95.32 −135.81 −166.21 101.54

(stat.) ±37.56 ±36.80 ±31.35 ±31.29 ±43.62 ±112.65

(syst.) ±5.43 ±4.79 ±4.39 ±6.28 ±7.70 ±4.71

(total) ±37.95 ±37.11 ±31.66 ±31.91 ±44.30 ±112.75

TABLE XIX: From left HRS group triggers:〈W 〉 and〈Q2〉 from data (cross-section weighted), beam-(dithering-)corrected raw asymmetries
from narrow triggers, and group-dependent corrections. Corrections and uncertainties that do not depend on groups arethe same as in
Table XVIII and are not shown here. After all corrections areapplied, the final asymmetries are shown in the last row for each setting.

to the unpolarized electromagnetic structure function data which verified duality at the(5 − 10)% level for the proton and996

(15 − 20)% for the neutron at similarQ2 values, although the unpolarized measurements provided better resolution inW and997

covered a broader kinematic range [40, 41, 45].998
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Group 1 2 3 4 5 6 7 8

RES III

〈Q2〉data[(GeV/c)2] 0.731 0.719 0.730 0.744 0.761 0.777 0.796 0.799

〈W 〉data(GeV) 1.928 1.923 1.905 1.880 1.851 1.820 1.790 1.771

Abc,raw
dit (ppm) −58.62 −38.74 −56.02 −56.74 −56.67 −57.15 −52.57 −35.99

(stat.) 26.82 13.05 9.95 9.57 9.58 9.97 11.13 24.24

1 + f̄dt 1.0127 1.0148 1.0169 1.0174 1.0173 1.0170 1.0161 1.0127

(syst.) 0.0011 0.0010 0.0011 0.0010 0.0010 0.0010 0.0011 0.0012

1 + f̄rc 1.022 1.021 1.024 1.026 1.025 1.024 1.020 1.010

(syst.) 0.004 0.004 0.005 0.005 0.005 0.005 0.004 0.002

Aphys (ppm) −67.50 −44.66 −64.90 −65.90 −65.75 −66.22 −60.62 −40.96

(stat.) ±30.88 ±15.05 ±11.53 ±11.12 ±11.12 ±11.55 ±12.83 ±27.59

(syst.) ±2.25 ±1.49 ±2.17 ±2.21 ±2.20 ±2.21 ±2.02 ±1.36

(total) ±30.97 ±15.12 ±11.73 ±11.33 ±11.33 ±11.76 ±12.99 ±27.62

TABLE XX: From right HRS group triggers:〈W 〉 and〈Q2〉 from data (cross-section-weighted), beam-(dithering-)corrected raw asymmetries
from narrow triggers, and group-dependent corrections. Corrections and uncertainties that do not depend on groups arethe same as in
Table XVIII and are not shown here. After all corrections areapplied, the final asymmetries are shown in the last row for each setting. We did
not perform a group analysis for setting RES V because of the very-low statistics.

D. Extraction of electron-quark effective coupling C2q from DIS asymmetries999

1. Calculation of PVDIS asymmetry sensitivity toC2q1000

In order to extract the electron-quark VA couplingsC2q, one must first study the sensitivity of the measured PVDIS asymmetry1001

to C2q. Equation 2 was used for this purpose. In this section, inputs to Eq. 2 will be explained in detail, including all physical1002

constants and couplings and the structure function evaluation. Uncertainties due to higher twist effects will be discussed at the1003

end.1004

Electroweak radiative corrections were applied to all couplings used in the calculation of the asymmetry. The electromagnetic1005

fine structure constantα was evolved to the measuredQ2-values fromαEM |Q2=0 = 1/137.036 [52]. The evaluation takes1006

into account purely electromagnetic vacuum polarization.The Fermi constant isGF = 1.1663787(6) × 10−5 GeV−2 [52].1007

TheC1q,2q were evaluated using Table 7 and Eq. (114-115) of Ref. [91] atour measuredQ2-values in the modified minimal1008

subtraction (MS) scheme using a fixed Higgs massMH = 125.5 GeV:1009

CSM
1u = −0.1887− 0.0011× 2

3
ln(〈Q2〉/0.14GeV2) (86)

CSM
1d = 0.3419− 0.0011× −1

3
ln(〈Q2〉/0.14GeV2) (87)

CSM
2u = −0.0351− 0.0009 ln(〈Q2〉/0.078 GeV2) (88)

CSM
2d = 0.0248 + 0.0007 ln(〈Q2〉/0.021 GeV2) (89)

and it is expected that the uncertainty is negligible. Equations (86-89) include the “charge radius effect” and an estimate of the1010

interference betweenγ-exchange and theγZ box, but not the effect from theγγ box. The effect from theγγ box was applied1011

as a correction to the measured asymmetry as described in previous sections.1012

To express the measured asymmetries in terms of2C1u−C1d and2C2u−C2d, we calculated theF γ,γZ
1,3 structure functions in1013

Eqs. (2, 10, 11) and the resultinga1,3 contribution to the asymmetry, see Table XXI. Here the approximationY1 = 1 was used,1014

which is valid ifRγ = RγZ . Also shown in Table XXI are values of2C1u −C1d and2C2u −C2d evaluated at theQ2-values of1015

the measurement. Three different parton distribution functions (PDFs) were used: the CTEQ/JLab (“CJ”) fit [90] which provides1016

structure functions at the next-to-leading order (NLO), the CT10 [92] (NLO only), and the leading-order (LO) MSTW2008 [87]1017

fits. The CT10 and the MSTW2008 fits provide only PDF values butnot the structure functions. For these two fits the quark-1018

parton model (QPM) [Eqs. (12-14)] was used to calculate structure functions from PDFs. The parametrization most suitable for1019

our kinematics is the CJ fit, and it provides three different sets: the medium (mid), minimum, and maximum. However the CJ1020

fit is not applicable forQ2-values below1.7 (GeV/c)2. From theQ2 = 1.901 (GeV/c)2 comparison we found that the result of1021

the LO MSTW2008 fit is closest to CJ, therefore it was used to interpret theQ2 = 1.085 (GeV/c)2 result. Results in Table XXI1022
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were also used for uncertainty estimation: the variation between various fits (three fits forQ2 = 1.901 (GeV/c)2 and two fits for1023

Q2 = 1.085 (GeV/c)2) are at the level of relative 0.5% for thea1 term and relative 5% for thea3 term of the asymmetry. The1024

“valence quark only” values [Eq. (33)] are also shown in Table XXI. These values differ from the PDF-based calculation bynot1025

more than 2% and 20% for thea1 and thea3 terms respectively, which explains in part why the calculations are in-sensitive to1026

the choice of the PDF fits.1027

〈Q2〉 = 1.085, 〈Q2〉 = 1.901,

〈x〉 = 0.241 〈x〉 = 0.295

Physical couplings used in the Calculation

αEM (Q2) 1/134.45 1/134.20

CSM
1u −0.1902 −0.1906

CSM
1d 0.3427 0.3429

2CSM
1u − CSM

1d −0.7231 −0.7241

CSM
2u −0.0375 −0.0380

CSM
2d 0.0276 0.0280

2CSM
2u − CSM

2d −0.1025 −0.1039

a1, a3 terms inASM, in ppm

“valence quark only” −83.07,−5.11 −145.49, −14.28

CTEQ/JLab (CJ) full fit, mid NA −147.37, −12.12

min NA −147.41, −12.99

max NA −147.40, −13.07

“PDF+QPM” MSTW2008 LO −83.61,−4.13 −146.43, −12.48

“PDF+QPM” CT10 (NLO) −84.06,−4.35 −146.64, −12.89

coefficients for2C1u − C1d, 2C2u − C2d in ASM, in ppm

“valence quark only” 114.88, 49.82 200.92, 137.51

CTEQ/JLab (CJ) full fit, mid NA 203.52, 116.68

min NA 203.58, 125.01

max NA 203.56, 125.78

“PDF+QPM” MSTW2008 LO 115.63, 40.26 202.22, 120.08

“PDF+QPM” CT10 (NLO) 116.25, 42.41 202.51, 124.08

TABLE XXI: From Supplemental Tables of Ref. [48]: Comparison of Standard-Model (SM) prediction for the asymmetry,ASM, using
different structure functions: LO MSTW2008 [87], (NLO) CT10 [92], and the CTEQ/JLab (CJ) [90] fits. The CJ fits include 3 sets –
middle, minimal, and maximal – to provide the nominal value of the PDF and the uncertainties. Values forαEM (Q2) were calculated using
αEM (Q2 = 0) = 1/137.036. The weak couplings at the measuredQ2-values,CSM

1,2 (Q2), were based on Table 7 and Eq. (114-115) of
Ref. [91].

As can be seen from Eq. (27, 28), thea1,3 terms of the asymmetry are proportional to theC1,2 couplings, respectively. This1028

proportionality, i.e. the coefficient for2C1u − C1d or 2C2u − C2d in the asymmetry, describes quantitatively the sensitivity1029

to these couplings. To interpret the asymmetry results for bothQ2 values consistently, we used the MSTW2008 LO values in1030

Table XXI as the nominal values and found for DIS setting #1,ASM = −87.7± 0.7 ppm where the uncertainty is dominated by1031

that from the PDFs. The sensitivity to the effective couplings is1032

ASM = (115.63 ppm)(2C1u − C1d) + (40.26 ppm)(2C2u − C2d) (90)

= (1.156 × 10−4) [(2C1u − C1d) + 0.348(2C2u − C2d)] (91)

For DIS setting #2,ASM = (−158.9± 1.0) ppm and1033

ASM = (202.22 ppm)(2C1u − C1d) + (120.08 ppm)(2C2u − C2d) (92)

= (2.022 × 10−4) [(2C1u − C1d) + 0.594(2C2u − C2d)] . (93)

The uncertainties in the sensitivity to2C1u − C1d and2C2u − C2d are 0.5% and 5%, respectively, as described in the previous1034

paragraph. The resulting uncertainty is the2C2u − C2d extraction due to the PDF fits is∆(2C2u − C2d)(PDF) = ±0.011.1035

The above calculation used the approximation thatY1 = 1 which is valid ifRγ = RγZ. The effect of possible differences1036

betweenRγZ andRγ was studied in Ref. [93]: to account for a shift of 1 ppm in the asymmetry, 7.7% and 4.5% differences1037
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betweenRγZ andRγ are needed, for DIS settings #1 and #2, respectively. Such large differences were considered highly1038

unlikely and the uncertainty in the asymmetry due to the possible difference betweenRγZ andRγ was considered to be negligible1039

compared to the statistical uncertainties of the measurement.1040

The higher-twist (HT) effects refer to the interaction between quarks inside the nucleon at lowQ2, where renormalization1041

of the QCD coupling breaks down. At a relatively lowQ2, but not low enough for the effective QCD coupling to diverge, the1042

HT effects introduce a1/Q2-dependence to the structure functions in addition to thelnQ2 perturbative QCD evolution. The1043

HT effects modify the PVDIS asymmetry through a change in theabsorption cross-section ratioRγ in Eqs. (6,7), or through1044

changes in the structure function ratiosa1 anda3 of Eq. (11). The effect onRγ was estimated in Ref. [94] and was found to be1045

negligible. Studies of the HT effects on the PVDIS asymmetrythrough changes in the structure functions can be dated backto1046

the SLAC E122 experiment [95, 96], where it was argued that the HT effects on thea1 term of the asymmetry are very small.1047

The most recent discussions on HT effects of the PVDIS asymmetry, represented by work in Refs. [97–99], indicated that the1048

HT contribution to thea1 term is at or below the order of0.5%/Q2 for thex range of this experiment, whereQ2 is in units of1049

(GeV/c)2.1050

There is no theoretical estimation of the HT effects on thea3 term of the asymmetry. However, this term is bounded by data1051

on the neutrino structure functionHν
3 [94], which has the same quark content asF γZ

3 . If applying the observedHν
3 higher-twist1052

Q2-dependence toF γZ
3 alone, one expects the asymmetry to shift by+0.7 ppm and+1.2 ppm for DIS#1 and #2, respectively.1053

We used these values as the uncertainty in thea3 term due to HT effects.1054

Overall, a combination of theoretical and experimental bounds on the HT effects indicate that they do not exceed 1% of our1055

measured asymmetry. The uncertainties in thea1 and thea3 terms due to HT were evaluated separately, and the corresponding1056

uncertainty in2C2u − C2d is±0.012, and is quite small compared to the experimental uncertainties.1057

2. Global fit to effective couplingsC1q andC2q1058

Including the two DIS points obtained by our experiment, there are enough data to perform a simultaneous fit to the three1059

linear combinations of effective couplings,C1n ≡ C1u +2C1d, 2C1u −C1d, and2C2u −C2d. To do this, we used the constraint1060

extracted from atomic parity violation in Cs [32] as quoted in Ref. [91],1061

188C1u + 211C1d = 36.35 ± 0.21 , (94)

where we relied on the most recent atomic structure calculation in Ref. [35]. We also employed the latestC1q result from1062

Ref. [31]:1063

2C1u + C1d − 0.0004 = −0.032± 0.006 , (95)

where the small adjustment on the left-hand side is from the electron charge radius [91]. Finally, we included the 11 datapoints1064

of the SLAC–E122 experiment [9]. For the E122 asymmetries, we employed Eq. (32) withα = α(Q2) andRC = 0, while the1065

values ofRS andRV are shown in Table XXII. To account for the differentQ2 values of these measurements, we adjusted the1066

effective couplings using Eq. (86-89). Note that these corrections were applied to our DIS points as well, see Table XXI.1067

There are various E122 point-to-point errors which we addedin quadrature (following the original publication [9]), and then1068

we added the result again quadratically to the statistical errors (rather than linearly as in Ref. [9]). In addition, a component1069

of the polarization uncertainty was common to all data points. This resulted in a 5% correlated uncertainty in the scale of the1070

asymmetries. We constructed the corresponding covariancematrix and included it in our fits.1071

As for the two DIS points of the present experiment, we erred on the conservative side and approximated their systematic (see1072

Table XVIII) and theory uncertainties as fully correlated.The latter are composed of PDF uncertainties of 0.76% and errors1073

originating from higher twist (quark-quark correlation) effects. The higher twist uncertainties enter separately and uncorrelated1074

for thea1 and thea3 terms. As explained in the previous section, the HT uncertainty ona1 term was taken to be0.5%/Q2 with1075

Q2 in (GeV/c)2, or 0.39 ppm averaged over DIS#1 and #2, and that for thea3 term was estimated fromHν
3 data to be 0.7 ppm1076

and 1.2 ppm, respectively, for DIS#1 and DIS#2.1077

We then obtain the best fit result and correlation matrix,1078

C1u + 2C1d = 0.489 ± 0.005 1.00 −0.94 0.42

2C1u − C1d = −0.708 ± 0.016 −0.94 1.00 −0.45

2C2u − C2d = −0.145 ± 0.068 0.42 −0.45 1.00

(96)

where theχ2 per degree of freedom is 17.3/12, corresponding to a 14% probability. These results are shown in Fig. 23. Figure 231079

shows our results have greatly improved the uncertainty on the effective couplingC2u,2d and are in good agreement with the1080
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FIG. 23: From Ref. [48]: results on(2C1u − C1d)|Q2=0 and(2C2u − C2d)|Q2=0 from the present experiment. The right panel shows an
enlarged view with the vertical and the horizontal axis at the same scale. The new results (blue horizontal-line-hatched ellipse) are compared
with SLAC E122 (yellow ellipse) [8, 9]. The latest data onC1q [31] (from PVES and Atomic Cs [32–35]) are shown as the magenta
vertical-line-hatched band. The green slanted-line-hatched ellipse shows the combined result of SLAC E122 an d the latestC1q , while the red
line-cross-hatched ellipse shows the combined result of SLAC E122, the present experiment, and the latestC1q. The Standard Model value
2C2u − C2d|Q2=0 = −0.0950 ± 0.0004 is shown as the black dot, where the size of the dot is for visibility.

Standard Model prediction. The result onC2q alone is [48]1081

(2C2u − C2d) |Q2=0 = −0.145 ± 0.066 (exp.) ± 0.011 (PDF) ± 0.012 (HT) (97)

= −0.145 ± 0.068 (total). (98)

We note that this is the first time we observe the combination(2C2u − C2d) to be non-zero at the two standard deviation level.1082

Because theC2q is axial-vector in nature at the quark vertex, the result of Eq. (98) can be interpreted as the first direct evidence1083

that quarks do exhibit a chirality preference when interacting with electrons through the neutral weak force [100].1084

3. Extracting mass limits1085

A comparison of the present result onC1q,2q with the Standard Model prediction can be used to set mass limits Λ below1086

which new interactions are unlikely to occur. For the cases of electron and quark compositeness, we used the conventions1087

from Ref. [101] and the procedure followed by the LEP 2 Collaborations, described in Ref. [102]. The new-physics effective1088

Lagrangian foreq interactions is given by [101]1089

Leq =
g2

Λ2

∑

i,j=L,R

ηij ēiγµei q̄jγ
µqj , (99)
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whereΛ is defined [101] for strong coupling,i.e. relative tog2 = 4π. ForηLL = ηRL = −ηLR = −ηRR = 1, and adding the1090

SM contribution, one then obtains1091

Leq =

[

GF√
2
C2q(SM) +

g2

Λ2

]

ēγµe q̄γ
µγ5q (100)

≡ C2q(SM) + δC2q(new)

2v2
ēγµeq̄ γ

µγ5q ≡ C2q

2v2
ēγµe q̄γ

µγ5q , (101)

whereδC2q(new) is the deviation inC2q from the SM value that may be related to beyond-the-SM physics,v = (
√

2GF )−1/2 =1092

246.22 GeV is the Higgs vacuum expectation value which sets the electroweak scale.1093

If a measurement of the effective coupling,C2q, or a fit to some data set, finds a central valueC̄2q, then the best estimate of1094

the new physics contribution would be given by1095

g2

Λ2
=

4π

Λ2
=
C̄2q − C2q(SM)

2v2
. (102)

For the expected (projected) limits, one assumeC̄2q = C2q(SM), in which case the 90% confidence-level (CL) central range for1096

C2q is given by1097

− 1.645 ∆C2q < δC2q(new) < 1.645 ∆C2q , (103)

where∆C2q is the total (statistical + systematic + theoretical) 1σ uncertainty from the extraction. The endpoints of this range1098

can be interpreted as the 95% CL upper and lower limits ofC2q . However, it is conventional to consider the two possible sign1099

choices ofg2/Λ2 as two different “models”, quoting two separate limits,Λ±. Half of the probability distribution is then excluded1100

by construction and one has to renormalize the remaining part. This amounts to the 95% CL:1101

|δC2q(new)| < 1.96 ∆C2q . (104)

In the general case,̄C2q 6= C2q(SM), we find instead the 95% CL limits,

|C2q|± = ±
[

C̄2q − C2q(SM)
]

+
√

2∆C2q erf−1

[

0.95 ∓ 0.05 erf

(

C̄2q − C2q(SM)√
2∆C2q

)]

,

where1102

erf(x) ≡ 2√
π

∫ x

0

dt e−t2 (105)

is the Gauss error function anderf−1(x) its inverse.1103

A complication arises if a given observable or data set (suchas the case at hand) is not sensitive to a specific flavor operator.1104

In the case whereu andd quarks are involved, we can rewrite,1105

Leu + Led =
ēγµe

2v2

[

C2u ūγ
µγ5u+ C2d d̄γ

µγ5d
]

, (106)

in terms of two rotated operators,1106

Leu + Led =
ēγµe

2v2
(cos ξ C2u + sin ξ C2d)

(

cos ξ ūγµγ5u+ sin ξ d̄γµγ5d
)

+
ēγµe

2v2
(− sin ξ C2u + cos ξ C2d)

(

− sin ξ ūγµγ5u+ cos ξ d̄γµγ5d
)

. (107)

For example, in the operator basis in which

tan ξ = −1

2
,

Eq. (107) becomes1107

Leu + Led =
ēγµe

2v2

(2C2u + C2d)√
5

(

2ūγµγ5u+ d̄γµγ5d
)

√
5

+
ēγµe

2v2

(−C2u + 2C2d)√
5

(

−ūγµγ5u+ 2d̄γµγ5d
)

√
5

. (108)
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Experiments in PVDIS on isoscalar targets are only sensitive to the operator in the first line of Eq. (108). The same applies to the1108

analogously defined rotation angle between the couplingsC1u andC1d. In this case, the second line turns out to be proportional1109

to the weak charge of the neutron. In other words, the weak charge of the neutron (but not that of the proton) contains exactly1110

orthogonal information to that provided by our experiment.1111

We determined the combination,2 C̄2u − C̄2d, in the last line of the fit result in (96). Currently, the SM prediction is1112

[2C2u − C2d](SM) = −0.0949, and so the new physics scale corresponding to this operatoris bounded (at the 95% CL) by,1113

Λ+ > v

√ √
5 8π

|2C2u − C2d|+
= v

√√
5 8π

0.104
= 5.7 TeV, (109)

Λ− > v

√ √
5 8π

|2C2u − C2d|−
= v

√√
5 8π

0.170
= 4.5 TeV. (110)

Results on the new mass limits are shown in Fig. 24. The improvement on theC2q mass limit is approximately a factor of
√

5.1114

We note that while collider experiments have set higher limits on new compositeness that are vector-electron and axial-vector-1115

quark in nature, their observables are sensitive to a combination of different chiral structures, and such limits can only be derived1116

by assuming all other chiral terms are zero. Such assumptionis not necessary for the present experiment since we measuredC2q1117

directly. Equations (109-110) provide model-independentmass limits on the electron-quark VA contact interactions and should1118

be satisfied by any model of new physics.1119
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FIG. 24: From Ref. [48]: Mass exclusion limits on the electron and quark compositeness and contact interactions obtained from the zero-Q2

values of2C1u −C1d and2C2u −C2d at the 95% confidence level. The yellow contour shows the limit obtained from SLAC E122 asymmetry
results [8, 9] combined with the bestC1q values [31]. The red contour shows the limit with our new results added.

V. SUMMARY1120

In this paper we document the PVDIS experiment performed at Jefferson Lab using the 6 GeV longitudinally-polarized1121

electron beam. We archive the experimental setup, the data analysis procedure, all corrections applied to the asymmetry, and1122

all asymmetry results. Asymmetry results from DIS settings(Table XVIII) were used to extract the electron-quark effective1123

couplingsC1q,2q and the associate mass limits on new contact interactions. These DIS results have been published in Ref.[48].1124

Our results onC2q improved over existing data by a factor of five and agreed wellwith the Standard Model prediction. They1125

also showed for the first time that2C2u −C2d is non-zero at the two standard-deviation level, indicating that the parity-violating1126
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asymmetry measured in electron deep inelastic scattering does receive a contribution from the quarks’ chiral preference in neutral1127

weak interaction. Mass limits on new electron-quark VA contact interactions were extracted from our2C2u − C2d result, and1128

have improved over existing limits from PVES by a factor
√

5. Our mass limits are valid for all new electron-quark contact1129

interactions that have the VA chiral structure, and are complementary to limits obtained from collider experiments.1130

Asymmetries in the nuclear resonance region are reported inTable XVIII and theirW -dependence in Tables XIX and XX.1131

These results were published previously in Ref. [49]. Our resonance asymmetry results are in good agreement with theoretical1132

predictions. They also agree well with DIS calculations extended to our kinematics, and do not show distinct resonance structure.1133

This indicates that quark-hadron duality works for PVES asymmetries at the 10-15% level.1134

We also report on parity-violating asymmetries of inclusive pion production (Tables VIII and IX), pair production (Table XII),1135

and beam-normal asymmetries (Table XV). The results are useful for background evaluation for other PVES experiments,1136

including those planned for the JLab 12 GeV program.1137

APPENDIX A: RE-ANALYSIS OF E122 ASYMMETRY RESULTS1138

To study the sensitivity of the E122 asymmetry results toC2q couplings, we show these kinematics in Table XXII including1139

the values forY3 andRV . Calculations ofRV were based on the MSTW2008 parameterization [87] of the parton distribution1140

functions. Equation (32) illustrates that the productY3RV provides the lever arm to isolate theC2q contribution to the asymmetry.1141

The relatively small values and coverage ofY3RV in E122 were largely due to the small and fixed scattering angle (4◦). Hence,1142

the kinematics used were not ideal for isolating theC2q term.1143

Eb (GeV) Q2 (GeV/c)2 x y Y3 RS RV Y3RV

16.2 0.92 0.14 0.22 0.19 0.071 ± 0.014 0.623 ± 0.014 0.12

19.4 1.53 0.28 0.15 0.15 0.022 ± 0.005 0.859 ± 0.012 0.13

19.4 1.52 0.26 0.16 0.16 0.027 ± 0.006 0.836 ± 0.012 0.13

19.4 1.33 0.16 0.23 0.21 0.068 ± 0.012 0.671 ± 0.014 0.14

19.4 1.28 0.14 0.25 0.23 0.082 ± 0.013 0.630 ± 0.014 0.14

19.4 1.25 0.13 0.26 0.24 0.090 ± 0.013 0.608 ± 0.013 0.14

19.4 1.16 0.11 0.29 0.26 0.107 ± 0.013 0.563 ± 0.013 0.15

19.4 1.07 0.09 0.32 0.29 0.127 ± 0.014 0.518 ± 0.012 0.15

19.4 0.93 0.07 0.36 0.33 0.148 ± 0.017 0.471 ± 0.011 0.15

22.2 1.96 0.28 0.17 0.17 0.027 ± 0.005 0.860 ± 0.011 0.14

22.2 1.66 0.15 0.26 0.24 0.081 ± 0.012 0.654 ± 0.014 0.16

TABLE XXII: Kinematics for the SLAC E122 experiment. Valuesfor RS andRV are calculated using the MSTW2008 [87] leading-order
parameterization. The productY3RV provides the lever arm for isolating theC2q contribution to the asymmetry.

APPENDIX B: FORMALISM FOR BEAM DEPOLARIZATION CALCULATION1144

The beam depolarization was calculated using Eq.(9.11) of Ref. [80]:1145

D(~p1, ~ζ1) =
k2
[

ψ1 − ζ2
1z(ψ1 − 2

3ψ2)
]

(ǫ21 + ǫ22)ψ1 − 2
3ǫ1ǫ2ψ2

(B1)

where ǫ1,2 are the energy of the electron before and after bremsstrahlung in unit of the electron massmec
2, k is the1146

bremsstrahlung photon energy in units ofmec
2, ~ζ is the polarization vector of the electron withζ1z = 1 for longitudinally1147

polarized electrons, andψ1,2 are given in the “complete screening” limit by1148

ψ1 = 4 ln(111Z−1/3) + 2 − 4f(Z) = 4[ln(183Z−1/3) − f(Z)], (B2)

ψ2 = 4[ln(183Z−1/3) − f(Z)] − 2

3
. (B3)

The functionf(Z) is1149

f(Z) = a2
∞
∑

n=1

1

n(n2 + a2)
, (B4)
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with a = (Ze2/~/c).1150

The “complete screening” limit is defined asβiξ/δ ≫ 1 whereβi = (Z1/3/121)bi with b1 = 6, b2 = 1.2 andb3 = 0.3;1151

ξ ≡ 1/(1+u2) with u = p1θ1; andδ ≡ k/(2ǫ1ǫ2). Here~p1, ~p2 are the momenta of the electron before and after bremsstrahlung1152

in units ofmec, andθ1, θ2 are the angles between~p1, ~p2 and the photon~k, respectively. Because for high energy electronsθ1 is1153

very small,u ≈ 0 andξ ≈ 1. Putting all notations together, the complete screening limit is1154

βiξ

δ
=

Z1/3

121 bi

(1 + ǫ21θ
2
1)

k
2ǫ1ǫ2

≈
Z1/3

121 bi
k

2ǫ1ǫ2
+ 1

2kθ
2
1

≫ 1 (B5)

where the approximation is valid ifk ≪ ǫ1 (which impliesǫ1 ≈ ǫ2 andk ≪ ǫ2) and the complete screening condition is satisfied1155

if ǫ1,2 ≫ 1. For the 6-GeV beam used in this experiment,ǫ1 ≈ 12000 andk ≪ ǫ1, therefore the complete screening limit can1156

be used.1157
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