PVDIS Supplemental Material - Measurement of the
Parity Violating Deep Inelastic Asymmetry and
Extraction of the Quark Weak Axial Charge
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In thisdocument we provide supplemental material in support of ... ...

1 PVDISFormalism

This section discusses the formalism of parity-violatiegpl inelastic scattering. Extraction of

the C;, coefficients (sectior??) follow from this formalism.
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where(@? is the negative of the four-momentum transfer squa¢gejs the Fermi weak cou-
pling constanty is the fine structure constarit; andY; are kinematic factors, and is the

Bjorken scaling variable. In the quark parton model,
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whereQ), is the electric charge of quarks aqd:), g(x) are quark distribution functions. Rewrit-

ing gil(v)gg/(A) asCl (), and assumin@®” = R# = 0, one hag’; = 1 and
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whereRy ¢ ¢ are related to quark distributions. The magnitude of thensgtry is in the order
of 1074, or 102 parts per million (ppm) af)? = 1 (GeVic)>.

The tree-level Standard Model effective weak coupling tamtsC' », are
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with 0y, the weak mixing angle. The goal of JLab E08-011 is to measwd”VDIS asym-
metries to a statistical precision of 3% for tli¥ = 1.1GeV? point and 4% for the the
Q? = 1.9GeV? point. In addition, the systematic uncertainty goakis3%, and under the
assumption that hadronic physics corrections are smallgoal is to extract from these asym-
metries the effective coupling constant combinati2f,, — Cy,). The magnitude of the asym-
metries is expected to ¥ and 170 ppm for the two measured kinematics@f = 1.1 and
1.9 (GeVli)?, respectively. To achieve the required precision, evetessrap to500 kHz are
expected. Although this is not the first time the PVDIS asyinieg are measured, the only
preceeding PVDIS measurement was carried out at SLAQ) (@bout 35 years ago, with a
~ 9% statistical and a© 9% systematic uncertainties. The increased precision sfetkyperi-

ment required better controls of all systematic uncerigsnt

2 Apparatus

2.1 Polarized Electron Beam

2.2 Data Selection

Loose requirements were imposed on beam quality, remowenigqs of beam intensity, po-
sition, or energy instability, removing about 25% of theatatata sample. No spin-direction-
dependent cuts were applied. The dominant source of noséodhe beam arose from fluctu-
ations in the beam current and beam energy.

As explained in detail in%, ?,?), the window-to-window differences in the asymmetry from
beam jitter were reduced by using the correlations to beasttipo differences from precision
beam position monitorg\z; by defining a correctiodl,.,, = > ¢;Az;. Thec; were measured
several times each hour from calibration data where the bgasnmodulated using steering
coils and an accelerating cavity. The largestas for?®*Pb and was on the order of 50 ppb/nm.

The spread in the resultind” = A,.., — Avearn WaS observed to be dominated by counting
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statistics.

2.3 Pedestalsand Linearity

The signals produced by the beam monitors and the deteclea#ly are proportional to the
actual rates in those devices. In reality, however, thegeats can deviate from linearity over
the full dynamic range and in general do not extrapolate tera pedestal.

To study the linearity of the detectors and cavity monitars,compared them to an Unser
monitor (?), a parametric current transformer which can be used as solwb reference of
current. For our purposes the Unser monitor’'s advantags isxicellent linearity at low cur-
rents which allows us to obtain the cavity monitor pedestliswever, the fluctuations in the
Unser monitor’s pedestals, which drift significantly onragi scale of several minutes, and the
ordinarily small range of beam currents limited the premsof such comparisons during pro-
duction data taking. Instead, we use calibration data irckwthhe beam current is ramped up
and down from zero to more than »@. One cycle takes about a minute. The result is that for
any given beam current we have about sixty samples spreacdidadf hour run. This breaks
any random correlation between Unser pedestal fluctuatindseam current and converts the
Unser pedestal systematic to a random error.

In order to study linearity, we make scatterplots of one aigrersus another and fit each
scatterplot to a straight line, using only events whate:A < I; < 34 pA, a range in which
exploratory fits suggested everything was fairly linear. t@n examine the residuals between
the scatterplots and the fits, relative to the signal sizeesponding to about 32A, over the
full range of beam current.

Figures 1 to 2 show the results as a functiod,ofln Fig. 1 we see the behavior of the two
cavity monitors relative to the Unser monitor. Both showidgens from linearity below about

14 A and above about 4ifA, though the high-current problem féy is not as clear-cut as for
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Figure 1: (Color online) (top) Residuals from fit of BCML1 to &br data, as a fraction of the
BCML1 pulse height at 32A, versus beam current. (bottom) Same for fit of BCM2 to Unser.

I, and the nonlinearities are at worst about 1% of the signal.

In Fig. 2 we see residuals for fits of the two detector signalisws/;. The nonlinear
behavior at low current is due mainly to the cavity monitdfsom 32uA to over 50uA the
detectors are linear to well under 0.2%.

We may conclude that the detectors and cavity monitorsiagatito well within the required
tolerances.

Detector pedestals were measured by averaging the desegtads during times when the
beam is off. The resulting pedestals were always less tt& 0f the signal corresponding to
the lowest stable beam current in the production data sdttygucally less than 0.06%; these
pedestals are negligible.

The cavity monitor pedestals cannot be measured this waye e cavity signals are mean-
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Figure 2: (Color online) (top) Residuals from fit of detecloto BCM1 data, as a fraction of
the detector 1 pulse height at 32, versus beam current. (bottom) Same for fit of detector 2 to
BCML.



ingless when the beam is off. Instead, welfit) to I;; in the calibration data and extrapolate
to zero current. Such an extrapolation requires knowledgfeecaverage Unser pedestal, which
is obtained from the beam-off data in the same run. The iagytedestals are less than 2% of
the signal corresponding to the lowest stable beam cumethti production data set.

In conclusion, no corrections for pedestals or nonlingesrineeded to be applied. The
nonlinearities of the detectors and cavity monitors wergligéle over the dynamic range of

the beam current we ran. The pedestals for detectors anty caonitors were negligible.

2.4 Background Analysis
24.1 Target EndCap Correction

Scattering from the target aluminum windows contribute® (B 0.1)% (??7?) to our detected
signal. This background was measured by inserting into daarban empty aluminum target
cell, similar to the one used to contain liquid deuteriung areasuring the signal in our detector.
The thickness of the empty target cell walls is about 10 tithes of the walls used in the
deuterium cell, in order to compensate for the radiativedasn the deuterium cell.

The correction to our data arises from ... ??? ... explaiphlysics here; | guess if it's DIS

it's then Aluminum is not much different from Deuterium ...
2.4.2 Calibration of The HRS Optics

To calibrate the transfer matrix for the HRS, a 0.5 mm thiakgten plate with an array of
pinholes is inserted about 1 meter after the target and egstiof the first quadrupole of the
HRS. The calibrations are dedicated runs at low rates wehvértical drift chambers (VDCs)
turned on. Using the hole-pattern observed in the HRS fdealep a chi-square minimization
algorithm is performed to determine the matrix elementscivhiransform the track vector to
the location of the sieve slit.

Show some results from Kai Pan’s analysis here.
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2.4.3 Reconstruction of Q2 and z

The four-momentum transfer squared is
Q* = 2EFE' (1 — cos(0)) (6)

whereF is the incident energyy’ is the final momentum or energy of the electréi & m,)
andd is the scattering angle.

For the beam energy we used the Tiefenbach energy (need lairexpis) of ??? GeV
and assumed a 3 MeV (??7?) average energy loss to the center @rget which is applied
this as a correction to the beam energy. The error in the besnyeF and £’ are assumed
conservatively to be 3 MeV based on a history of these meamnes in Hall A. The most
important error is irg ...

Perhaps need a table of errors.

2.5 Simulation

Two simulation packages were used to support the analysisoexperiment. The package
called “hamc” (Hall A Monte Carlo) was used to simulate therg and the spectrometer
acceptance, while a second package called “hats” (Hall gkt Simulation) was used to
simulate the response of the trigger used to identify ed@stand pions, providing a calculation
of our deadtime.

In “hamc”, events are generated using a physics class tsahf@mation about the cross
section and asymmetry. The tracks are generated uniformdglid angle dQ2 = sin(0) df d¢
and the results later weighted by the differential cr05$i®ecg—g. The simulated tracks un-
dergo multiple scattering in the target and energy loss ftmrarget from external and internal
Brehmstrahlung as well as ionization loss,

The generated four-vectors are transported to the detectbe HRS focal plane using a



set of polynomials that model the trajectories of electrimeugh the magnetic fields. The
beam raster is simulated, which produces a smearing of tae lm target. The events are
transported to intermediate apertures such as the coimmatthe entrance to quadrupoles.
Events that reach the HRS focal plane and intersect thetdeteare integrated to compute the
total rate and average asymmetry.

Here describe “hats” ...
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