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1 PVDIS Formalism

This section discusses the formalism of parity-violatiegp inelastic scattering. Extraction of

the C, coefficients (section 3) follow from this formalism.
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where(? is the negative of the four-momentum transfer squafed s the Fermi weak cou-

pling constanty is the fine structure constarit; andY; are kinematic factors, and is the

Bjorken scaling variable. In the quark parton model,

FY = S glQ, o) + ate) @
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whereQ), is the electric charge of quarks an@), g(x) are quark distribution functions. Rewrit-

ing g;(v)gg/(A) asCl(s),, and assumin®” = R'# = 0, one hag’; = 1 and
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whereRy ¢ ¢ are related to quark distributions. The magnitude of theramgtry is in the order
of 1074, or 102 parts per million (ppm) af)? = 1 (GeVic)>.

The tree-level Standard Model effective weak coupling tamsC', », are

1 3. 1 )
Cr = 2959y = —54-18111291/[/, Coy = 20v,9% = —§+2sm29W ,
1 2. . 1 )
Cia = 2¢59% = 373 sin® Oy Caq = 2g%.g% = 3~ 2 sin? Oy



with 0y, the weak mixing angle. The goal of JLab E08-011 is to meathwd”VDIS asym-
metries to a statistical precision of 3% for tii = 1.1GeV? point and 4% for the the
Q? = 1.9GeV? point. In addition, the systematic uncertainty goakis3%, and under the
assumption that hadronic physics corrections are smallgoal is to extract from these asym-
metries the effective coupling constant combinati2f,, — Cy,). The magnitude of the asym-
metries is expected to ¥ and 170 ppm for the two measured kinematics@f = 1.1 and
1.9 (GeVl)?, respectively. To achieve the required precision, evetasrap to500 kHz are
expected. Although this is not the first time the PVDIS asyitni@ae are measured, the only
preceeding PVDIS measurement was carried out at SL3)@kout 35 years ago, with-a 9%
statistical and a> 9% systematic uncertainties. The increased precision sfékperiment

required better controls of all systematic uncertainties.

2 Apparatus

The floor plan for Hall A is shown in figure 1. We used an/8spolarized electron beam and a
25 cm liquid deuterium target. The scattered electrons ereatied by the two High Resolution
Spectrometers (HRS) in Hall A at Jefferson Lab. A Luminosiynitor is located downstream
on the beamline to monitor the target boiling effects andsjis false asymmetries at the—"
level.

The experimental techniques for measuring small asymeseti order 1 ppm have been
successfully deployed in parity-violating electron-seahg experiments at several facilities
(3-8. The recent experiments at Jefferson Lab, such as HAPP&xand PREX 8) have
maintained systematic uncertainties associated witltihelieversal at thet0=% level. The
asymmetries sought for in this experiment are of order 100 ppth required accuracies of
about 1 ppm, which is two orders-of-magnitude above theesyatic uncertainty established in

the recent experiments.



The measurement must separate electrons from the chamyetaikground that arise from
electro- or photo-production. While the standard HRS detggackage and data acquisition
(DAQ) system routinely provide such a high particle idenéfion (PID) performance, they are
based on full recording of the detector signals and are dichib event rates up to 4 kHz. This
is not sufficient for the few-hundred kHz rates for the expemt. Thus we have built new
DAQ designed to count event rates up to 1 MHz with hardwasefaarticle identification
(see Ref.9) and section 2.3.1).

The apparatus will be described in detail in this sectioresginclude the polarized electron
beam (section 2.1), the beam monitors (2.2), the spectesand detectors(2.3), the data

acquisition system (2.3.1, the target (2.5), and the bedaripweters (2.4).

Left HRS
botmeter - Moller
{/ Polarjmeter 21arge <
_- é s uminosity |
? JI;J E - Monitor
ARC BCM P BP Q
Right HRS |

Figure 1: Floor plan of the PVDIS experiment in Hall A at Jeffen Lab. Beam enters from
the left and scatters from all, target in the middle of the hall. The scattered electrons are
detectred in the two HRS (High Resolution Spectrometeresys.

2.1 Polarized Electron Beam

The electron beam originated from a strained GaAsP phdtodatilluminated by circularly
polarized light (0). The sign of the laser polarization determined the electlicity; this was

held constant for periods of 33 msec, referred to as “windot&g reversing the sign of the laser
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circular polarization, the direction of the spin at the &trgould be reversed rapidl{{). Two
windows of opposite helicity made a window pair, where thkcitg of the first window was
chosen with a pseudorandom number generator and the sedonddwwvas the complement.
These window pairs were line locked to the 60 Hz line, thusieng a good cancellation of the
power-line noise.

A half-wave (\/2) plate was periodically inserted into the laser optiathpwhich passively
reversed the sign of the electron beam polarization. Rgughlal statistics were thus accu-
mulated with opposite signs for the measured asymmetnghwhiippressed many systematic
effects. The direction of the polarization could also betoated by a Wien filter and solenoidal
lenses near the injectat?). The accelerated beam was directed into Hall A, where iensity,
energy and trajectory on target were inferred from the raspaf several monitoring devices.

The beam monitors and trigger signals, which derived froendtectors in the spectrome-
ters, were integrated over the helicity window and digiiz€he beam monitors were integrated
by custom 18-bit ADCs §), see section 2.3.1. The beam monitors, target, and detestye
designed so that the fluctuations in the fractional diffeesin the signal response between a pair
of successive windows were dominated by scattered electranting statistics (see sec 2.8).
To keep spurious beam-induced asymmetries under contnatlabelow the ppm level, careful
attention was given to the design and configuration of therlagtics leading to the photocath-
ode (L1).

The integrated response of each detector PMT and beam maaisadigitized and recorded
for each 33 msec window. The raw spin-direction asymmétry, in each spectrometer arm
was computed from the the detector response normalizee@ toethm intensity for each window

pair.
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Figure 2: Window-to-window beam jitter as measured by a BBpldotted along the axis. On
they axis is plotted the beam position as predicted by nearby BAMs residuals are smaller
than 1um.

2.2 Beam Monitoring

Helicity-correlations in the beam properties such as gnargl position are a primary concern
for parity-violation experiments. At Jefferson Lab, thebeposition is measured by “stripline”
monitors (3), each of which consists of a set of four thin wires placed syatrically around
the beam pipe. The wires act as antennae that provide a gigodulated by the microwave
structure of the electron beam) proportional to the beanitipasas well as intensity. Figure 2
shows the correlation between the measured position at a B&dvithe target compared with
the predicted position using neighboring BPMs for a beamertiof 1001:A (2 x 102 electrons
per window). A precision fod(AX;) close to 1um was obtained for the average beam position

for a beam window containing x 103 electrons.



To measure the beam intensity, microwave cavity BCMs haes loeveloped at Jefferson
Lab (14). The precision(A;) that has been achieved for a 30 ms beam window a0
4 x 107°. This resolution is a result of good radiofrequency (rfitinmentation as well as a
high resolution of the 18-bit ADC (sec 2.3.1).

Let the detected scattered flux of electrondban each spectrometer, and the beam current
I, measured independently for every window by integratireggdignals over the helicity period.
From these we obtained the normalized ftlix= D;/I; and the cross section asymmetsy;);

for theith window pair. The raw asymmetry was then obtained by appatgpaveraging ofV

dt —d- Ad
i = (75),= (),

0(As) = o(Ag)/VN. (6)

measurements:

where+ and— denote the two helicity states in a pair.

A major goal of the experimental design is¢0A,) should be dominated by the counting
statistics in the scattered flux. As shown by fig 10 in R@Y, this goal was met.

There are two key parameters for each experimentally medsyrantity)/, such as detec-
tor rate, beam intensity, or beam position. The first(&\ M), the size of the relative window
pair-to-window pair fluctuations il\M = M, — M_, which is affected by real fluctuations
in the electron flux. The secondd$AM ), the relative accuracy with which the window pair
differences inM/ can be measured compared to the true value, which is dordihgténstru-
mentation noise.

If o(AM) is large enough, it might mean that there are non-statlstigributions tar(A4,)
so that the latter is no longer dominated by counting stesistn this case, it is important that
0(AM) < o(AM) so that window pair to window pair corrections for the fludtaas in A M

can be made.
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We desire that(A,) be dominated by counting statistics; this minimizes thetimre and
demonstrates that we know the main source of our uncerainfin example of possible non-
statistical contributions is window-to-window relativedm intensity fluctuationss(A;) =
o(AI/2I), which were observed to vary betweenx 10~* and2 x 1073, depending on the
quality of the laser and the beam tune. This is a unique stneofythe beam at Jefferson
lab, sinces(A;) < 0(Ay). Nevertheless, the detector-intensity correlation caeXpgoited to

remove the dependence of beam charge fluctuations on theiradasymmetry:

AD Al

(Ag)i = (ﬁ - f)i = (Ap — A))s. (7)

which is equation 6 to first order.
Similarly, o(A,;) might be affected by random beam fluctuations in energy,tiposand

angle. The corrections can be parameterized as follows:

AD Al

4= (55 = 57 ), - S @ aX). ©

Here, X, are beam parameters such as energy, position and angleasd 0D /0X; are
coefficients that depend on the kinematics of the specificti@abeing studied, as well as the
detailed spectrometer and detector geometry of the expatim

With a careful choice of beam position monitoring device®kB) and their respective
locations, several measurements of beam position can be frad which the average relative
energy, position, and angle of approach of each ensemblecife@ns in a helicity window on

target can be inferred. One can then write

= (55 - 57 )~ S (G(AM)) ©

J
Here M; are a set of 5 BPMs that span the parameter space of energiyppoand angle on

target, ands; = 9D /0M,;. It is worth noting that this approach of making correctiovindow
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by window automatically accounts for occasional randontaibiities in the accelerator (such
as klystron failures) that are characteristic of normakiang conditions.

During our experiment run, we found thatAM/;) varied between 1 and 3@m ando (Ag)
was typically less tham0—>. These fluctuations were small enough that their impact(oty)
was negligible.

The coefficientgl; were evaluated using beam modulation, and will be discussgelct. 2.8,
where it is shown that the corrections were neglible congbayéhe uncertainties from counting

statistics.

2.3 Spectrometers and Detectors

The Hall A high resolution spectrometers (HRS) at Jefferisaln consist of a pair of identical
spectrometers of QQDQ design, together with detectors ébealing the scattered particles
(14). The spectrometer and their standard detector packagedstr select for and to measure
the kinematics quantities: (Q?) while suppressing backgrounds originating from the targe

The spectrometers are designed to have a large acceptahaxeellent resolutionE/E ~
10~*) and absolute accuracy in the reconstructed four—vectoifseoevents and, of less rele-
vance for our experiment, precise normalization of the smesction. To measur@? with
sufficient accuracy requires good knowledge of the transfairix for the spectrometer to re-
construct events at the scattering point, as well as goattipgiaccuracy for the location of the
spectrometers and precise measurements of beam positicangte. To calibrate the transfer
matrix, a 0.5 mm thick tungsten plate with an array of pinsakeinserted in dedicated runs;
reconstruction of the hole pattern determines the matrix.

The scattered rate of electrons and of pions were deternbipedrigger system in the HRS
described in 9). This trigger consisted of two scintillator planes, whigiovided the main

timing trigger, a CQ gas cherenkov counter and a double-layered lead glasstaietetich
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both provided particle identification information. Therstard tracking detector (the vertical
drift chamber) was turned off during production data takberause it may not endure the
expected high event rates. During low-rate calibratiorsyiine tracking detector was turned on
and the efficiency of the electron trigger and the pion régactould be studied (see Ref)j.

The signals for the gas cherenkov detector and the doupézdd lead glass counter were
passed through discriminators and logic units to form pralary electron and pion triggers.
These preliminary triggers are then combined with the gtatdr triggers and cherenkov sig-
nals to form the final electron and pion triggers, which aenteent to scalers to record the event
counts and form asymmetries. Particle identification ilfetl by the use of discriminators for
both the lead-glass and the cherenkov counters and projiegseof their thresholds.

For HRS the two layers of the leadglass counter are calleestpwer” and “shower” de-
tectors, respectively. The preshower blocks in the RighBHfRe spectrometer located to the
right side of the beamline when viewed along the beam doatthas48 blocks arranged in
a2 x 24 array, with the longest dimension of the blocks aligned padicular to the particle
trajectory. For the two blocks in each row, only the endsrfgamutward are read out by photo-
multiplier tubes (PMTs) and the other ends of the two blocksenfacing each other and not
read out. Therefore the preshower detector &&dutput channels. All preshower blocks were
individually wrapped to prevent light leak. The preshowed ghe shower detectors in the Left
HRS are similar to the preshower detector on the Right HR$mtxbat for each detector there
are34 blocks arranged in & x 17 array. The shower detector in the Right HRS fadlocks
arranged in & x 15 array with the longest dimension of the blocks aligned altvagtrajectory
of scattered particles. PMTs are attached to each blockedRihht shower detector on one end
only, giving 75 output channels.

The patrticle identification (PID) was studied at low beamrents using foTDC signals

along with ADC spectrum of all detector signals recordedh®sydtandard DAQ. Figure 3 shows

13



the preshower vs. shower signals for group 2 on the Left HR&rAparsion between no foTDC
cut and with cut on the fbTDC signal of the electron wide tagfyom this group clearly shows

the hardware PID cuts.

‘ No TDC cut LL ‘ with TDC cut on electron wide triggers }_E.L
Entries 656163 = Entries 77418
- Mean x 1018 o - Mean x 1334
3000F . Mean y 940 3000 Mean y 1162
i smg X 7251 ;5:'-—;55!‘ RMS x 577.6
i =T - y 499.7 e = - - . RMS 364.9
2000 [EImEa= 2 2000 SRR -, v
= fe : F . :
1000 - T, " 1000 K B !
= __-_..--_'_-_.:- o g - ] - : - Bl = -_'=-:='-'-
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Figure 3: Preshower vs. Shower ADC spectrum (sum of 8 bloek$)efor group 2 on the
Left HRS, without foTDC cut (left) and with cut on the group &ron wide trigger foTDC
signal (right). It clearly shows the hardware cuts on thesposver and the total shower signals,
indicating the DAQ is selecting the correct events as edastr The cuts can be adjusted by
changing the discriminator thresholds. The events neardheal axis, around ADC channels
(200,1000), are electrons that deposited energy in ovarigpblocks between group 2 and
group 1 (or group 3) and are recorded by the other group.

Electron efficiency and pion rejection factors of the leaaisglcounter on the Left HRS are
shown in Fig. 4 as functions of the vertical hit position oé tharticle in the preshower detec-
tor. PID performance on the Right HRS is similar. Electroficefncy from wide groups are
slightly higher than narrow groups because there is lesstéoss due to timing mis-alignment
when taking the coincidence between the preshower and thlestewer discriminator outputs.
Variations in the electron efficiency across the spectrematceptance effectively change the
kinematics(Q?) of the measurement. For this reason, data were taken dailygtine experi-
ment to monitor the DAQ PID performance and corrections amiad to data.

Combined with thex 200 pion rejection factor of the gas cherenkov counter, thd fmta
rejection was above(0*. With the parity violation asymmetry of pion production bgino
larger than that of scattered electrons, the uncertainttyarfinal asymmetry results due to pion

contamination is negligible compared to the- 4% statistical uncertainty.
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Figure 4: Electron detection efficiency (left) and pion otjen factor (right) vs. vertical (dis-
persive) hit position of the particle in the preshower detetor the narrow electron triggers in
the Left HRS. A one-hour run was used in this evaluation. Fecteon efficiencies, the total
efficiency is shown by the red curve, while blue shaded ard&ates events that are recorded
by the two adjacent groups. The average electron efficiecimsa the detector for this one-hour
run is (94.626 £+ 0.002)% and the averge pion rejection factor7s.3 &+ 1.1. The error bars are
statistical only. PID performance for the wide path and tighRHRS are similar.

2.3.1 Data Acquisition System

The signals from our trigger that define electrons and pioassant to scalers (Struck Model
SIS3801) where they are integrated over the helicity windolhe scalers are part of the
HAPPEX DAQ 6) which is a multiple-VME-crate DAQ system running under 6®DA
system developed at Jefferson Latb); Signhals from the various beam monitors are integrated
and digitized by custom-built VME integrating 18-bit ADC3he system is triggered at the
30 Hz rate of the helicity reversal, synchronized to the ehdazh helicity window with the
first 0.5 msec of the pulse blanked off to remove instabditiee to the switching of HV on
the Pockels cell which controls the beam polarization. Idita@h to the scalers and ADCs, the
DAQ reads input/output registers which record variousiimfation such as the helicity.

The scaler DAQ which counts triggers is designed to countterages up to 1 MHz with
hardware-based PID and with minimal deadtime of order 1% dinalysis of the deadtime is

given in reference 9). The detectors (section 2.3) provided the electron and piggers. A
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schematic and full description of the trigger is shown in (8.

2.4 Beam Polarimetry

The experimental asymmetd/*? is related to the corrected asymmetry by
AOXp — AZOI”I”/Pe (10)

whereP, is the beam polarization. Three beam polarimetry techriquere available at JLab:
A Mott polarimeter in the injector, and both a Mgller and a Qxtam polarimeter in the experi-

mental hall.
2.4.1 Mott Polarimeter

A Mott polarimeter (6) is located near the injector to the first linac, where thetetes have
reached 5 MeV in energy. Mott polarimetry is based on thetagagy of polarized electrons
from unpolarized high-Z nuclei. The spin-orbit interactiof the electron’s spin with the mag-

netic field it sees due to its motion relative to the nucleussea a differential cross section

o(0) =1(0) |1+ S(O)P. -7 , (11)
whereS(0) is the Sherman function aridf) is the spin-averaged scattered intensity

Z2et
T Am2B%ctsin'(9/2)

1(6) 1 %sin®(0/2)] (1- 5% . (12)

The unit vectori is normal to the scattering plane, definediby: (k x &')/|k x k'| wherek and
k' are the electron’s momentum before and after scatterisgeetively. Thus(6) depends on
the electron beam polarizatidn. Defining an asymmetry

_ Np— Ng

Alf) = ———
0) = T

(13)
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where N;, and N are the number of electrons scattered to the left and rigkpectively, we
have

A() = P. S(6) , (14)

and so knowledge of the Sherman functi®®) allows P. to be extracted from the measured
asymmetry with a precision of 39%6(17). The Mott polarimeter is also used for setting up and

verifying the transversely-polarized beam used for syst&thecks.
2.4.2 Mgller Polarimeter

A Mgller polarimeter measures the beam polarization viasugag the asymmetry ié ¢’ scat-
tering, which depends on the beam and target polarizafitfg® and Pt*¢°t, as well as on the

analyzing powerd'" of Mgller scattering:

A= Y (Al P P, (5

i=X.Y,Z

wherei = X, Y, Z defines the projections of the polarizatiousié parallel to the beam, while

X — Z is the scattering plane). The analyzing powef% depend on the scattering angle,

in the center-of-mass (CM) frame and are calculable in QHi2 [dbngitudinal analyzing power

is

_ SiIl2 901\/{(7 + C082 QCM)
(3 + cos? O )

The absolute values of'", reach the maximum of 7/9 @&, = 90°. At this angle the

th __
AmZ -

(16)

transverse analyzing powers atg', = — At = At /7,

The polarimeter target is a ferromagnetic foil magnetized magnetic field of 24 mT along
its plane. The target foil can be oriented at various angiéise horizontal plane providing both
longitudinal and transverse polarization measurementse dsymmetry is measured at two
target angles£20°) and the average taken, which cancels transverse contristeand reduces

the uncertainties of target angle measurements. At a gargetangle two sets of measurements

17



with oppositely signed target polarization are made whahoels some false asymmetries such
as beam current asymmetries. The target polarization was £70.24)%.

The Mgller-scattered electrons were detected in a magsgtictrometer consisting of three
quadrupoles and a dipol&4). The spectrometer selects electrons in a biEdf< Oy < 105°
and—5° < ¢cm < 5° wheregcy is the azimuthal angle. The detector consists of lead-glass
calorimeter modules in two arms to detect the electrons incidence. More details about the
Mgller polarimeter are published id4). The total systematic error that can be achieved is 3.2%

which is dominated by uncertainty in the foil polarization.
2.4.3 Compton Polarimeter

The Compton polarimeter18-2Q is based on scattering of the polarized electron beam from
a polarized laser in a beam chicane. The backscattered mihate detected in a GsO crystal
(20).

The experimental asymmetdf*® = (N*—N~)/(Nt+N")is measured, whe®* (N ™)
refers to Compton counting rates for right (left) electraatitity, normalized to the beam inten-

sity. This asymmetry is related to the electron beam paéon via

Aexp
P === (17)

where P, is the photon polarization and'" the analyzing power. At typical JLab energies (a
few GeV), the Compton cross-section asymmetry is only a fekegnt. To compensate for this,
a Fabry-Perot cavity2l) is used to amplify the photon density of a standard low-pdaser

at the integration point. An average power of 1200 W is acdated inside the cavity with a
photon beam waist of the order of 1%0n and a photon polarization above 99%, monitored

online at the exit of the cavity2@Q).
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2.4.4 Beam Polarization Results

During our experimental run, the Mgller polarimeter theientime, while the Compton po-

larimeter initially suffered from a high background andyproduced results in the last three
weeks of the run. Figure 5 shows the Mgller polarimetry measents during our experiment,
and figure 6 shows the Compton measurements together witleMwaéasurements that were

taken during the time period.

0.95— Constant Fit

Beam Polarization

0.90—

0.85—

Nov.02,2009 Nov.12,2009 Nov.22,2009 Dec.02,2009 Dec.11,2009 Dec.21,2C
Time

Figure 5: Polarization history from the Mgller polarimetaeasurements. The error bars in-
clude systematic error.

The average beam polarization from constant i8i97% for Mgller and39.45% for Comp-

ton. The way that we apply the beam polarization correctsoasi following:

1. When there’s no Compton measurements (before Dec 2),Malier results are used.
Each Moller data point is used for the consecutive days thtinext data point is avail-

able.
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Dec.12,2009  Dec.15,2009 Dec.19,2

Time

Figure 6: Polarization history from Compton measuremenirfd points), together with Moller
measurements (square points) during the same time. Thebem® for Compton are statistical

only, while for Moller include systematic.

2. When there are both Compton and Mgller results (after De¢th2 Compton data are

averaged first and then this average is averaged with eaclempalint. These results are

applied for correction in the same way as 1.

3. The beam polariztion is corrected run by run.

The run-by-run averaged beam polarization correctionssavn in table 2.4.4 for the

different kinematics and spectrometers (Left/Right HRS).

Left Kine 1 | Left Kine 2 | Right Kine 2
Polarization| 88.18% 89.29% 88.73%
Uncertainty| 1.76% 1.19% 1.50%
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2.5 Target

The Hall A cryogenic target systemi4) was used for this experiment. We used the a 20 cm
deuterium cylindrical target cell for the main producticata-taking, as well as auxiliary targets
for evaluating backgrounds, studying the spectrometeicepand checking beam centering.
The target cell sits in an evacuated scattering chambengaldgth subsystems for cooling,
temperature and pressure monitoring, target motion, gasiing, controls, and a solid and
dummy target ladder.

The liquid deuterium loop was operated at a temperature &f 28d a pressure of 25 psia,
leading to a density of about 0.0723 gfcrithe Al-walled target cells were 6.48 cm in diameter,
and were oriented horizontally, along the beam directidme Tipstream window thickness was
0.071 mm, the downstream window thickness was 0.094 mm,randitle wall thickness was
0.18 mm. Also mounted on the target ladder were solid thigetisr of carbon, and aluminum
dummy target cells, for use in background and spectromaidies.

The target was mounted in a cylindrical scattering chambé&0d cm diameter, centered
on the pivot for the spectrometers. The scattering chamiasrmaintained under 2~ torr
vacuum. The spectrometers view exit windows in the scatjechamber that were made of
0.406 mm thick Al foil.

To spread the heat load on the the target end-cap, the beamastagsed at 20 kHz by
two sets of steering magnets 23 m upstream of the target.eTinagnets deflected the beam
by up to+2.5 mm in z andy at the target. Local target boiling would manifest itselfears
increase in fluctuations in the measured scattering rateshwiould lead to an increase in the
standard deviation of the pulse-pair asymmetries in the, @tove that expected from counting
statistics. Studies of the pulse-pair asymmetries foroumbeam currents and raster sizes were
performed, at a lowe€)? and thus at a higher scattering rate. Fig@feshows the standard

deviation of the pulse-pair asymmetries, extrapolateditiocurrent values, for various beam
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currents and raster sizes. A significant increase over poueting statistics, indicating local
boiling effects, was observed only for the combination ofreal raster (1.0 mm) size and large
beam current (94:A). During the experiment we used larger raster sizes forctvlihere was

negligible boiling noise.
2.6 Data Selection

Loose requirements were imposed on beam quality, removeniggs of beam intensity, po-
sition, or energy instability, removing about 25% of theatadata sample. No spin-direction-
dependent cuts were applied. The dominant source of noséodhe beam arose from fluctu-
ations in the beam current and beam energy.

As explained in detail in§, 23, 29, the window-to-window differences in the asymmetry
from beam jitter were reduced by using the correlations tanbgosition differences from
precision beam position monitord,x; by defining a correctioMy..,, = > ¢;Ax;. Thec; were
measured several times each hour from calibration dataenherbeam was modulated using
steering coils and an accelerating cavity. The largestas for?**Pb and was on the order of
50 ppb/nm. The spread in the resultidfy = A,.., — Apearn Was observed to be dominated by

counting statistics.

2.7 Pedestals and Linearity

The signals produced by the beam monitors and the detecteadly are proportional to the
actual rates in those devices. In reality, however, thegeats can deviate from linearity over
the full dynamic range and in general do not extrapolate tera pedestal.

To study the linearity of the detectors and cavity monitars,compared them to an Unser
monitor 25), a parametric current transformer which can be used as aolw@b reference

of current. For our purposes the Unser monitor's advantagesiexcellent linearity at low
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currents which allows us to obtain the cavity monitor pedlsstHowever, the fluctuations in
the Unser monitor’s pedestals, which drift significantlyatime scale of several minutes, and
the ordinarily small range of beam currents limited the mien of such comparisons during
production data taking. Instead, we use calibration datehich the beam current is ramped up
and down from zero to more than »®. One cycle takes about a minute. The result is that for
any given beam current we have about sixty samples spreaddedf hour run. This breaks
any random correlation between Unser pedestal fluctuatindfeam current and converts the
Unser pedestal systematic to a random error.

In order to study linearity, we make scatterplots of one aigrersus another and fit each
scatterplot to a straight line, using only events whate A < I; < 34 pA, a range in which
exploratory fits suggested everything was fairly linear. hien examine the residuals between
the scatterplots and the fits, relative to the signal sizeesponding to about 32A, over the
full range of beam current.

Figures 7 to 8 show the results as a functiodofln Fig. 7 we see the behavior of the two
cavity monitors relative to the Unser monitor. Both showidé&wens from linearity below about
14 ;A and above about 4i/A, though the high-current problem fdy is not as clear-cut as for
I, and the nonlinearities are at worst about 1% of the signal.

In Fig. 8 we see residuals for fits of the two detector sigh&isws/;. The nonlinear
behavior at low current is due mainly to the cavity monitofsom 32 A to over 50 A the
detectors are linear to well under 0.2%.

We may conclude that the detectors and cavity monitorsaeatito well within the required
tolerances.

Detector pedestals were measured by averaging the desggtads during times when the
beam is off. The resulting pedestals were always less t18#6 0f the signal corresponding to

the lowest stable beam current in the production data sdttygoically less than 0.06%; these
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Figure 7: (Color online) (top) Residuals from fit of BCM1 to &br data, as a fraction of the
BCML1 pulse height at 32A, versus beam current. (bottom) Same for fit of BCM2 to Unser.
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25



pedestals are negligible.

The cavity monitor pedestals cannot be measured this wagg e cavity signals are mean-
ingless when the beam is off. Instead, welfit) to I;; in the calibration data and extrapolate
to zero current. Such an extrapolation requires knowleddgi@soaverage Unser pedestal, which
is obtained from the beam-off data in the same run. The iegytedestals are less than 2% of
the signal corresponding to the lowest stable beam cumethiel production data set.

In conclusion, no corrections for pedestals or nonlineggineeded to be applied. The
nonlinearities of the detectors and cavity monitors wergligéble over the dynamic range of

the beam current we ran. The pedestals for detectors anty cagnitors were negligible.

2.8 Systematic Fluctuations and Beam Corrections

In this section we consider possible corrections from tHeitye-correlations in the beam.
If one considers the cumulative corrected asymmeljyj* over many window pairs, one

can write

AzOI‘I‘ = < (AS[OI‘I‘)i > —

((5))-(3D) S sn

= AD_A[_ZAJ\/[J'. (18)
J

For most of the running conditions during data collectid;”™ ~ Ap ~ 10 ppm, which
meant that all corrections were negligible. The cumuladiverage ford; was maintained below
0.1 ppm. ForA,,;, the cumulative averages were found to be below 0.1 ppm guhe run.
This resulted from the fact that the accelerator damped asitipn fluctuations produced at the
source by a large factor6).

Adjustments of the circular polarization of the laser beaaswequired to reduce the differ-

ences to about 0.Am. This resulted in observed position differences on tar@eging from 10
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nm to 100 nm, which in turn resulted iy, ; in the range from 0.1 to 1 ppm. During the run, the
control of the asymmetry corrections within the requiredits was accomplished with feed-
back on the laser and electron beam properties in order totenaismall helicity correlations;
these methods are discussed in Ré. (

The averaged asymmetries and corrections due to the bearsl@wn in table 2.8.

Left Kine 1 Left Kine 2 Right Kine 2
Avaw 78.43 +2.68 | 140.48 +10.43 | 140.56 4+ 6.58
Adgit 78.44 + 2.68 | 140.29 4+ 10.43 | 140.53 4+ 6.58

Correction| 0.01 £0.10 | —0.194+0.25 | —0.03 +0.03

The uncertainties of the corrections in table 2.8 are eséithly .... what method ... as

shown in table 2.8.

Monitor Left Kine 1 Left Kine 2 Right Kine 2
Correction (ppm) Correction (ppm)| Correction (ppm)
4AX 0.025 0.141 0.018
4AY 0.058 0.137 0.001
4BX 0.025 0.131 0.023
4BY 0.066 0.072 0.006
12x 0.002 0.008 0.002
Total 0.095 0.247 0.030

2.9 Background Analysis

numbers awaiting inputs:

e pion and electron asymmetry results from wide triggers;

The above results will affect the pion asymmetry (corredtactlectron contamination),
which further affect 1) the uncertainty in the main resuli® do pion contamination, and

2) evaluation of positron results;
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e Run-average deadtime correction for unblinding - Dianchen
2.9.1 Charged Pion Background

Charged pions are produced from decays of nucleon resos@neated by electron scattering
off nucleon or nuclear targets. For the pions to have the sammentum as DIS electrons,
the parent nucleon resonance production must occur at a [#wéhan DIS events, causing a
smaller parity violation asymmetry than DIS electrons. sThas been confirmed by the asym-
metry of the pion triggers measured during the experimenirtiérmore, the high particle
identification performance of the customized DAQ limitee fhion contamination in the elec-
tron trigger to thef = 2 x 10~ level or below ). Due to the small contamination, effect of
the pions was considered a dilution and no correction to thasurement electron was made.
The total systematic uncertainty on the electron DIS asyinynakie to pion contamination and

pion asymmetry is:

2
+AAW> (19)

AA = J (Af) + <f|A"| *
where f is the event fraction of the electron trigger that is fromnEpA.; is the measured pion
asymmetry withA A, its uncertainty, and4, is the measured electron asymmetry. The term
|A:| + AA, corresponds to how much the pion asymmetry differs from .zResults forf and
its error bars are presented in Re&J).(Extraction of the pion asymmetry from the pion trigger
asymmetry is described below. The measured electron astmembefore any corrections is

made areg'8.4 and140.5 ppm forQ? = 1.1 and1.9 Ge\?, respectively.

pion asymmetry measurement

PID performance of both electron and pion triggers of the D83 reported in Ref9). To
properly extract pion asymmetries from the trigger, one inpugperly account for the effect of
electron contamination. Because electron contaminatitime pion triggersf. /., was relatively

high and the electron asymmetries are larger than thoseooEpcorrections were applied to
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Table 1: Pion asymmetry results and total uncertainty octela asymmetry due to pion back-

ground.

HRS
O? (GeVic)?

Left
1.1

Left
1.9

Right
1.9

narrow path

raw A, (ppm)

fe/7r
correctedA,. (ppm)

—45.79 + 7.98(stat.)
0.2738 + 0.0563(total)
—36.86 £+ 10.35(total)

—14.00 + 14.89(stat.)
0.0320 4 0.0034(total)
—9.95 £ 15.38(total)

—9.51 & 4.22(stat.)
0.0097 & 0.0012(total)
—8.24 + 4.26(total)

correctedA,. (ppm) (tot.) (tot.) (tot.)
A, measured (ppm 78.4 140.5 140.5
Fre (1.61+0.23) x 107* | (2.20 +0.29) x 10~ (1.99+0.24) x 10~
A 0.0000925 0.0000490 0.0000296
%
wide path
raw A, (ppm) (stat.) (stat.) (stat.)
Je/n 0.2246 + 0.0541(total) | 0.02672 £ 0.00343(total) | 0.008537 4+ 0.00128(total)
correctedA,. (ppm) (tot.) (tot.) (tot.)
A, measured (ppm 78.4(?) 140.5(?) 140.5(?)

f7r/e
AA
A

(1.00 % 0.20) x 10~

(1.83 +0.26) x 10~

(1.59 4 0.22) x 10~

the (raw) asymmetries extracted from the pion triggersgisin

where A, is the electron asymmetry provided from the electron trigge

Acorrected o
- =

A;aw - fe/WAe
1- fe/w 7

electron asymmetry uncertainty due to pion contamination

(20)

Results for the pion contamination in electron triggérs and the electron contaminationin

pion triggersf. ;. and their total uncertainties are shown in Table 1. Thesdtsewere reported

in Ref. ©). Also shown are the the raw and the corrected pion asymesetand the total

uncertainty on the electron asymmetry due to pion contatimnas calculated from Eqg. 19.
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Table 2: Positron asymmetry results.

HRS Left Right
Q? (GeVie)? 1.1 1.9
raw A.+ (ppm), narrow| 723.2 + 1154.7(stat.)| 1216.0 £+ 1304.5(stat.)
raw A.+ (ppm), wide | 742.4 + 1151.5(stat.)| 1199.0 4+ 1304.5(stat.)

2.9.2 Pair Production Background

Pair production background comes from nucleon resonam@uptions where the resonance
decays intor”’s, then through pion decay’ — e*e~. The pair production from Bremsstrahlung
photons is highly forward-peaked and is not significant far kinematics proposed here. One
therefore expect the pair production background to havesgmmetry that is comparable to the
charged pion asymmetry reported above. This backgroundswaied during the experiment
by reversing the spectrometer polarity, allowing detattidthe positron alone in the’ decay.
The main focus of such positive polarity runs (or “positrams”) is to precisely determine the
fractional contribution from pair production to the maiedron trigger .+ .. Due to the rel-
ative low rate of positron events, this ratio can be extétemn the regular DAQ of which the
PID performance and rate determination were well undedstdsymmetry of positrons was
recorded, although due to the very low rate of positrons tieettainty of such asymmetry mea-
surement is large. Results for the asymmetry extracted frositive polarity runs (using the
electron triggers of the DAQ, which are now effectively gosn triggers) are shown in Table 2.
Note that there is a large"™ contamination in the positron trigger but there was not gihadata
to correct thist* background.

Because the statistical uncertainties of the positron asginy results are large, we relied
on the fact that® must have similar asymmetry as. We assume the® asymmetry to be

no larger than twice the value af~ asymmetry and estimate the uncertainty in the electron
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Table 3: Results for positron contaminatiin .- and total uncertainty on electron asymmetry
due to pair production background. The errors shownffey.- are statistical only, and a 10%
systematic uncertainty was used in the evaluatiof:bf

HRS Left Left Right
Q? (GeVic)? 1.1 1.9 1.9
fet e (2.504 4+ 0.007) x 10~ | (5.154 4 0.001) x 1073 | (4.804 &+ 0.001) x 1073
% 2.504 x 1075 0 +777 5.154 x 10~% 0 +777 4.804 x 10740 4777

asymmetry due to positron background as:

AA6+>2 | (1)

AA = J (Afurye ) + <fe+/eA—e
where AA.+ describes how muchl.+ differs from zero and the valug(|A,| + AA,) was
used. Results fof,+ .- and their statistical errors are shown in Table 3, ard%a systematic
uncertainty is used fof f,+ .- to account for possible error in positron identificationnfréhe
high7* background in the rate evaluation. Results for the elecd@symmetry uncertainty due

to pair production background are also shown in Table 3.
2.9.3 Target EndCap Correction

Electrons scattered off the target aluminum endcaps carmmnseparated from those scattered
off the liquid deutrium. Fortunately events from target eapls also belong to deep inelastic
scattering and one expect the DIS formula for asymmetrefgi(to equation in “formalism”)
to work for aluminum as well. Since Al is not an isoscalar rud, the Al PVDIS asymmetry
differs from the deuterium and a correction must be madesiBlesdeviations forA 4; to differ
from the DIS formula is the nuclear effect similar to the EMiet of the unpolarized, parity-
conserving structure functiorfs ,, but one does not expect such effect to cause more then 20%
difference toA 4; and this assumption will be used in the uncertainty estonati

The fractional event rate from the aluminum endcapg;p, is assumed to be equal to the

ratio of the endcap to liquid deuterium thicknegs, ». This is based on the assumption that the
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DIS cross section from Al is the same as that from Dsing current data on the EMC effect,
the difference in DIS cross sections between Al and, lilleed should be very small since
the EMC ratio crosses unity between= 0.2 and0.3, exactly where data were taken during
this experiment. The target used for this experiment hacheoé and exit endcaps measured
to be0.126 + 0.011 + 0.003 mm and0.100 4+ 0.008 4+ 0.003 mm respectively, with the first
error bar from the standard deviation of multiple measumaat difference positions on the
endcap, and the second error from calibration of the instntmThe ratioy,,;,p is evaluated
to ben/p = (0.126 + 0.100) mmx2.7 g/em®) /(20 cmx0.167 glcn?) = 1.827% with a total
error of 0.115%.

The correction to the electron PVDIS asymmetry is applied as

Ay —A
Acorrected — Ameasured<1 + 5Al)7 with 5Al _ _<7]AZ/D> AIA D. (22)
D
The DIS formalism was used to evaluate the Al PVDIS asymmeery
13A 14A,0,
A 3A,0, + o 7 (23)

130, + 140,

whereo,,, is the DIS cross section off the proton (neutron) as caledlétom structure func-

tion fits andA,,,,) is the PVDIS asymmetry off the proton (neutron):

4 <_3GFQ2> Y1 [2C1(ut + ) — Cra(d™ + s1)] + Y3 [2Co,(u™) — ng(d‘)]’24)
P 22 4(ut 4 ct) + (d+ + st) '

4 - <_3GFQ2> Y1 [2C1.(dT + ¢7) = Cra(u + sT)] + Y3 [2Co,(u™) — ng(d_)LZS)
" 2V/2ma A(d*t 4+ ct) + (ut + s7) '

withutf=u+a,d*=d+d, sT=s+sandect =c+é.

The total uncertainty due to target endcaps, assuming ao L% difference in the Al vs.

D, PVDIS asymmetry, is approximately

A

A = \/(AnAl/D)Q + ((10%)77A1/D)2 (26)
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Table 4: Correction applied to the measured asymmetry towadcfor the target aluminum
endcaps.

Q7 (GeVic)? 1.1 1.9
(Ax — Ap)/Ap | 0.005670 0.007268
S a1 —1.036 x 10~* | —1.328 x 10~
a4 0.001827 0.001827

where the second term dominates. Results for the endcagctiond 4, and the uncertainty on
the corrected electron asymmetry are given in Table 4.

Events were also taken on a thick, “dummy” target consista/ofthick aluminum endcaps
the thickness approximately 10 times that of the liquid deui cell. The thickness was chosen
such that the total radiation length of the dummy target tregcthat of the liquid b target.
However, due to limited beam time, the asymmetry uncesaintlected from the aluminum

dummy target was not precise enough to reduce the systenmatictainty due to target endcaps.
2.9.4 Transverse Asymmetry Background

Transverse asymmetry background describes the effeceadldttron beam spin polarized in
the direction perpendicular (normal) to the scatteringipldefined by the momentum vectors of
the incident and the scattered electrégandlgg. This beam normal asymmetry is parity violat-
ing but differs from the PVDIS asymmetry caused by the lamndjital polarization of the beam,
thus must be treated as a background of the measurementul&aos at the pure partonic
level show that this asymmetry is at the 0.5 ppm level at therkiatics of this experiment, but
mechanism beyond the parton level can enhance the asyminyetr orders of magnitud6)
latest email 10/29/2012). Contribution from the beam ndrasgmmetryA,, to the measured

asymmetry can be expressed as

~

6A = (A)S - ky with Kk, =k, x k' and k, = kn/|kn| , (27)

3

w



Figure 9: Kinematics of the transverse asymmetry backgtoiiine incident and the scattered
electrons’ momenta ar/é)-E and Eg, and§V7H,L denote respectively the incident electron’s spin
polarization components in the vertical, horizontal, aadgditudinal directions. The central
scattering angle of the spectrometefjsand the scattered electron’s momentum has an out-of-
plane angle denoted I3y, .
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were S is the beam polarization vector. Denotifigthe central scattering angle of the spec-

trometer and);, the average out-of-scattering-plane angle of the speetemnacceptance as
defined in Fig. 9, one has, = (0,0,1) and l;:g = (sin g cos Oy, sin Oy sin by,., cos by) , giving

k, = (— sin g sin 0y, sin Oy cos by,., 0) andk,, = (— sin 6y, cos by, 0), thus
JA = A, [—Swsinb; + Sy cos by ] (28)

whereSy, Sy andSy, are respectively the electron’s spin polarization composién the verti-
cal, horizontal, and longitudinal directions. The valu¢/gfwas determined from the simula-
tion and was found to be less than 0.01 rad. Since the beandsgimg production runs was
controlled toSy < 20%P, and Sy < 2%P, where P, is the beam polarization, the,, term
dominates the effect on the measured asymmetry.

During the experiment, the size of the beam transverse aggmnwas measured dur-
ing dedicated “transverse runs” where the beam was fullgn#d in the vertical direction,
Sy = Sp ~ 0andSy = P! whereP} is the beam polarization during the transverse asymme-
try measurement. The measurement thus provides the widlue A, PY. Since the maximum

beam polarization is the same for production and transvasgemetry running, and the hor-
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Table 5: Results from the dedicated beam transverse asysnmeasurements and estimation
of the total uncertainty on the PVDIS electron asymmetry idugeam transverse polarization.

HRS Left Right
Q? (GeVic)? 1.1 1.9
A™ (ppm, narrow)| —24.15 £ 15.05 | 23.49 £ 44.91
A™ (ppm, wide) | —24.66 + 15.01 | 24.60 =+ 44.90
AT (ppm) 78.4 —140.5
A4 0.014195 0.00717

A

izontal component of the beam spiiy; is no more than 20% during the production runs, the
longitudinal beam polarization during production runnisg, cannot differ fromP! by more
thanl — /1 — (20%)? = 1.01%. The total uncertainty in the PVDIS electron asymmetry can

be estimated using

AA (JA™| + AA™)
= o VIS% + (1.01%)2] = 0.0224

§A™
Am

e

(29)

where d A" describes how muchi,, could differ from zero and is taken to &A™ if the
measured asymmetry is consistent with zero @a¢’| + A A”") otherwise;A” is the measured
PVDIS electron asymmetry.

Results for the beam transverse asymmetry measuremergs@x® in Table 5 along with
the total uncertainty on the electron PVDIS asymmetry tssillito beam transverse polariza-
tions.

Total error previously quoted: 0.34%, 0.56% (a factokiaft, was used which suppressed

the effect).
2.9.5 Target Purity, Density Fluctuation and Other False Agymmetries

the following is copied from the proposal and must be revised
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The liquid deuterium used contaird7) 1889 ppm HD,< 100 ppm H,, 4.4 ppm N, 0.7 ppm
0O,, 1.5 ppm CO ,< 1 ppm methane andl9 ppm CQ. Since most of these are isoscalar nuclei,
the only non-negligible effect on the measured asymmetnyesofrom the proton in HD. The
proton asymmetry is given by Eq. 24 which is withiri0% (??? check) of the asymmetry of
the deuteron, the proton in HD therefore contribute an uaady of less tham\A/A < 0.02%

uncertainty to the measured asymmetry.

2.10 Rescattering Background

the following is copied from the proposal and must be revised

The rescattering of high-energy electrons or pions fromviaéls of the spectrometer cre-
ates a potential source of background for the proposed measmt. This “rescattering” back-
ground, which is typically rejected using a combinationratking and particle identification in
low-rate experiments without difficulty, must be treatedetally in this high-rate measurement
due to the limited information available in each event.

The magnitude of this effect will be combination of the prbitiy for products of this
scattering in the spectrometer to reach the detectors anddrdheir kinematicsQ?, z) differ
from the PVDIS events.

Rescattering probability has been studied by the previcMBPEX Il experiments in Hall A
(HAPPEX-H: E99-115 and HAPPEX-He: E00-114).(The method used includes a series of
dedicated elastic scattering measurements with a hydragget, with the spectrometer tuned
to place the hydrogen elastic peak at various points insidespectrometer. The detected rate
was used to estimate the “rescattering probability”: tha@bpbility that an electron, interacting
at a given point in the spectrometer, produces a count inriigugtion DAQ. In those measure-

ments, the rescattering probability was found to be arowddr momenta near to the central
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momenta (within a few percent @f/p). This probability rapidly dropped t@0~° for inter-
actions with the spectrometer wall took place before thedpsctrometer quadrupole element
(Q3).

Using the nominal momentum acceptance of the spectrometes%, the rescattering
background just outside this range would havg?about(4.5 — 5)% different from DIS events
that entered center of the spectrometer.

It is reasonable to expect that the detected rescattergmalsin the proposed measurement
will also form a dilution at the fewl 02 level. Factors that would argue for a larger contribu-
tion, such as the continuous DIS momentum distribution &edr¢latively open spectrometer
geometry, will be counteracted by the ability to excludekggound through position, energy,
or PID information from the fast counting DAQ.

Overall, we expect that the total rescattering rate to beatrat a fewx 10~ level. And
among these rescattered events, resonance electronoaisahpil only consist a small fraction.
The rescattered DIS electrons may be the majority of theseattering events but they have
very similar kinematics and)? to the primary measurement thus will only introduce a very
small dilution. Therefore we expect the total uncertainig do the rescattered background to

be in thel0~* range.

2.11 Calibration of the HRS Optics

In this section the procedure for calibrating the scatgenmomentum, angle, and event position
is described in details. An overview of the Hall A coordinatestems is presented first. Note
that that a reference to an angular coordinate in this seciwuld always be taken as the

tangent of the corresponding angle.
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Figure 10: Hall coordinate system (top view)

2.11.1 Hall Coordinate system (HCS)

The origin of the HCS is defined by the intersection of the tetecbeam and the vertical
symmetry axis of the target system. Directidis along the beam line and points to the beam

dump,y is vertically up andz is to the right facing the beam (See Figurel10).
2.11.2 Target Coordinate System (TCS)

Each of the HRS is bundled with its own TCS. The central rayie@ly passing through the
center of sieve collimator away from target defines theaxis of the TCS for a given spec-
trometer. Thej,, is pointing to the right and,, is vertically down facing the central ray. In the
ideal case where the spectrometer is pointing directlyehtdl center and the sieve slit is per-
fectly centered on the spectrometer, the TCS has the sagia ag HCS. However it typically
deviates from HCS center by, andD,, in horizontal and vertical directions in TCS. And these
shifts are given by survay. The distance of midpoint of thiiroator from the TCS origin is
defined to be a constatfor the spectrometer. The out-of-plane angdlg)(ang the in-plane

angle (,,) are given bydz;e,./ L anddys;.,./ L (See Fig. 11).
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Figure 11: Target coordinate system (top and side views).

2.11.3 Detector Coordinate System (DCS)

The interaction of wire 184 of the VDCL1 U1 plane and the pedianar projection of wire 184
in the VDC V1 plane onto the VDC ULl plane defines the origin @ EfCS.Z is perpendicular
to the VDC planes pointing vertically up, is along the long sysmmetry axis of lower VDC

pointing away from the hall center (See Fig. 12).
2.11.4 Transport coordinate System (TRCS)

The TRCS at the focal plane is generated by rotating the DG&walise around itg-axis by
45 degrees. It’s typically used as a mediate stage from D@8t6CS which will be described
in next section. ldeally, thé of the TRCS coincides with the central ray of the spectromete

(See Fig. 13).
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2.11.5 VCD Timing Calibration

The typical drift time spectrum of a wire plane is shown in Eig. 14 where the drift times of

all the wires in a plane are plotted in terms of TDC channels.
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| | cE il
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Figure 14: A drift-time Spectrum of a VDC plane.

The TDCs were operated in common-stop mode and hence tleel&x@ values correspond

to the short dirft times. The various regions in the spectoam be understood as follows:

e Region A: This is a region that corresponds to the particles havirgglarajectory angles

and hence are further away from the drift cell around the seviges.

e Region B: This region has all the field lines parallel and hence thd g&focity of the

electrons is constant.

e Region C: In this region, the field lines begin to change from paralteuiasi-radial
closer to the sense wires and as a result, the probabilitetfoting a particle begins to

increase.

e Region D: This region corresponds to a region very close to the senssswihere the
drift velocity of the electrons increases drastically amolbability of detecting a patrticle

is maximal. In order to compare and use the drift time spefttian all the wires in a
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plane, a reference timing; for all the wires had to be defined so that the various timing
offsets due to variable cable lengths and signal processives for different wires could
be eliminated. The calibration procedure, thus, invoNeddetermination df;, for each
wire in the plane and matching each of them to one commonaréerpoint1; for each
wire was determined by differentiating the region of shaiftdimes around channel
1800 numerically and looking for the maximum slope. Oncertteximum slope was
calculated, it was extrapolated to the channel axis and ¢t pf intersection of the
extrapolation and the axis was determined as shown in Figcadh of the four planes in
the two VDCs was calibrated and the referefigevas determined. This correspondsto 0
ns in the corrected timing spectrum. Figure 15 shows thé-tinife specturm of the VDC

U1 plane before and aftéf, timing calibration.

3  Drift-time spectrum before calibration 3 Drift-time spectrum after calibration
'%"""’7““\““\““\""""?"""" #H-h‘“‘\““\““\““\““‘m
100
80
601

40

20

_Ix10°
0.5
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Figure 15: Drift-time spectrum of VDC U1 plane before (ledt)d after (right)l; timing cali-
bration.

2.11.6 Beam Position Calibration

The beam position is reconstructed through a linear transition of the rater current using

offests and scaling coefficients obtained from the BPMsitposdistributions and the raster’s
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current distribution. There are two BPMs upstream of thgahused to determine the beam’s
position. When using a rastered beam, however, the BPM®arsldw to measure the event-
by-event position. The current in the raster magnets carsbd directly to calculate the beam
deflection and beam position. Using the raster current terdehe the beam position requires
beam position calibration from raster current. The procedar the calibration is as following:
1. Calculate the raster current to beam position transfoanaoefficients. The relation
between the current in the raster and the beam deflectiatiggodepends on beam energy and
beam tuning. Therefore the raster current to beam posiadibration must be checked for all
data. The transformation coefficients are found using thiptsgetraster_coeff.C. The script

works as follows:

e Get the mean and rms values of the distribution of the radteeam’s position using the

BPMs (e.g. urb.BPMA.x)
e Getthe mean and rms values of the distribution of the cumahte raster (e.g. rb.Raster.rawcur.x)

e Perform calculations to obtain scaling and offset coeffitsie Calculations are of the

form:

bpm offset x = (bpm z) + (raster current z) x — Ttme (30)

Oraster current

2. Create new beam db.dat files for each run as needed witlr f@detk adjusted accord-
ingly.

3. Replay the coda run again and check the calibration. Ongegorm the check using
the script calib.C. This script plots the beam position dsmieined by the BPMs with the beam
position as determined by the raster current. If properlibcated, they should both have the
same mean and RMS values.

4. Fig.16 and Fig.17 shows the results of beam position toaction before and after
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BPM calibration respectively. The blue line is the beam pasias determined by the BPMs,

and the red line is the beam position as determined by therrastrent.
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Figure 16: Beam position reconstruction before BPM catibra The blue line is the beam
position determined by the BPMs, and the red line is the beasitipn determined by the raster
current.

2.11.7 General Approach

The optics of the HRS describes the transportation of clobpgeticle from the target side to
tracking detector, vertical drift chamber and the optiosorestruction describes the inverted
optics transportation property of the magnet, i.e., usiregttacking information at the detector
side and beam location to reconstruct the momentum andxveftthe scattered particle at
the target side. The optics reconstruction for the Left HR$arameterized using a set of

polynomial expansions. The polynomial coefficients are &lsown as the optics matrix. The
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Figure 17: Beam position reconstruction after BPM caliloraiThe blue line is the beam po-
sition determined by the BPMs, and the red line is the beantiposletermined by the raster
current.
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optics calibration for PVDIS will be discussed in this seatiand result will be presented in
next section.
The goal of this study is to calibrate the reconstructionhaf following HRS optics vari-

ables, which describes the particle trajectory at the targeraction point:

e 0,, and ¢y, the tangent of the vertical and horizontal angles relativthe HRS central

line.

o Y, and Z,..., are the horizontal track position in the target coordirsgtstem and the
vertex position along the ideal beam direction, repectvEhey are directly related geo-

metrically as in Fig. 11.

A new optimization routine was established for general HRft&cs calibrations. This new code

features:

e To ensure the code reproduce exact the same optics recctimtras the analyzer, the
subroutine is converted from the optics reconstructiorrcutne THaVDC in the stan-
dard ANALYZER. This subroutine is called for thousands afiéis during the optimiza-
tion and the coefficients for the optics reconstruction. (ioptics matrix) are gradually

adjusted to minimize the square error defined in Eq.31.
e Minimization routine is based on the MINUIT2 numerical sudire package.
e Automatically visualize results after optimization.

e Multiple self-consistency checks, including checks ondlray size limits, on the input

file formats and on the internal results.
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2.11.8 Calibration Procedure

The optics calibration requires data sets for which theasptariables are known at both the

vertex and detector locations. The optics matrix was obthlyy minimizing
x> =) _(reconstructed target variable — nominal target variable from survey)®  (31)

Two calibration data sets were taken during the experimigath of them provided a cali-

ration for one or two of the target variables. Each targetade was fitted independently.

1. Vertex calibration used DIS scattering data on the multi-carbon foil target. réd¢on-

structed foil vertex peaks were aligned to their actual fo@ss$ as shown in Fig. 18.

2. The Angular calibration: Each optics event corresponded to a specific carbon foil and
one of the holes in the sieve slit, whose location was sud/elging the experiment.
Therefore the actual angle of the vertex trajectory was knfaweach event. The vertical
(4,5) and horizontal ¢,,) tangent angles were independently fit. The final recontclic
sieve-slit plate is shown in Fig. 18 for Left-arm DIS#1 kinatmes configuration. Two of
the sieve holes are larger than the rest to allow identifyiregcenter and orientation of
the sieve, and the corresponding reconstructed larges lileig. 18 have more statistics
than the surrounding holes. The sieve-slip plate is latgan the acceptance of the HRS
so that the full acceptance can be calibrated. At the edde (ig., the most upstream
foils #0 and downstrem foil#5), the HRS acceptance is vemtdid for DIS#2 kinematics

configuration as shown in Figs. 20 and 21.
2.11.9 Optics Runlist Summary
In PVDIS experiment, there are seven kinematics settingstad, namely DIS#1, Left-arm

DIS#2, Right-arm DIS#2, Res#3, Res#4, Res#5 and Res#7. Whicted optics calibration
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runs on each of these seven kinematics settings. Tablee@l l&l the optics calibration runs

with corresponding run information.
2.11.10 Result

The vertex and angle calibration results for all seven kiagorsettings are shown as following.

Detailed discussion about the reconstruction uncertasnyscussed in next section.
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Figure 18: Vertex reconstruction of left kinematics 1.

2.11.11 @Q? Uncertainties

Optics calibration contributes 192 uncertainties in the following ways:

e 0(= dp/p) affect E’ directly. With calibrations such as water targebae-pass, it can
reach+1 x 10~*level of accuracy. Due to HRS dipoles are very stable andyigh
producidble, it is safe to quoteé5 x 10~*as accuracy if there is no calibration carried

out.
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Date Description Run#(L/R) | Raster| Sieve| Magnet | Angle Beam
(GeV) (°) (L/R) | Energy
(GeV)
11/07/09| survey available | 25303/48320 on out | 3.66(L)/ | 12.9(L)/ | 6.067
2.63(R) | 20(R)
DIS1,2 25304/4833 off out
25311/4856 on out
25333/4858 off out
25334/4859 off out
25605/5159 on out
12/10/09| survery available | 26128/5640 off out | 2.63(L)/ | 20(L)/ 6.067
2.63(R) | 20(R)
DIS2 26129/5641, on out
26130/5642 off out
26131/5643 on out
12/18/09| Res 3(L) Res5(R)| 26332/5836 off out | 4/3.66/ | 12.9(L)/ | 4.8673
4/3.66(L) 12.9(R)
3.1(R)
Magnet Mistuned| 26333/4837 on out
26334/5838 on in
26335/5839 off in
12/19/09| Res 3(L) Res 5(R) 26386/5876 off out | 3.66(L)/ | 12.9(L)/ | 4.8673
3.1(R) 12.9(R)
26387/5877 on out
26389/5878 on in
26390/5879 off in
Res 7(L) 26395/5884 on out | 3.66/3.34912.9(L)/ | 4.8673
3.66/3.349R)9(R)
Magnet Mistuned| 26396/5885 off out
26397/5886 off in
26398/5887, on in
Res 4(L), Res 5(R) 26402/5891 off out | 3.55(L)/ | 12.9(L)/ | 4.8673
3.1(R) 12.9(R)
26408/5897 on out
26409/5898 on in
26410/5899 off in

Table 6: Optics Run Summary
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Figure 19: Sieve reconstruction of left kinematics 1.
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Figure 20: Vertex reconstruction of left kinematics 2.
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Figure 21: Vertex reconstruction of right kinematics 2.
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Figure 22: Vertex reconstruction of resonance kinematics 3
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Figure 23: Sieve reconstruction of resonance kinematics 3.
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Figure 24: Vertex reconstruction of resonance kinematics 4

e vertex (¥;,) optimization affect scattering angle. We make the follogvasumptions to

estimate)? uncertainties due to vertex optimization.

1. Pointing offset “D” with survey: error is0.5mm.

2. “D” derived from data (such as for PVDIS 2nd 12.9 degreérsgof LHRS): if a good
Y,, optimization is done and the only thing changed is specttenpwinting, which can
be clearly derived from data, the error would #®.5mm, i.e. the same as that from

survey.

3. target position: The uncertainty of target position ip@sted to be within a few mm of

zero in reactZ. Typical quoted uncertainty4g.5mm.

4. “Goodness” ofY;, optimization: we use the biggest discrepency between staartied
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Figure 26: Vertex reconstruction of resonance kinematics 5
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Figure 27: Vertex reconstruction of resonance kinematics 7
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Figure 28: Sieve reconstruction of resonance kinematics 7.
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positions and expected position among all five carbon fabkg as the upper limit of its

uncertainty orny;, optimization.

5. The total uncertainty on the scattering angle is the uacgy of “D” and that of target
position contributed irY;, added in quadrature, then divided by 1.12m (drift distance

between the target center and the HRS entrance).

e angle ¢, and ¢,,) optimization directly affect scattering angle. The feliag assump-

tions about uncertainty estimation are made.

1. uncertainties on offsets from survey aré.5mm for both horizontal and vertical.

2. If there were no work done on the sieve plate (such as takof§and putting it back on
Q1), the vertical position is reproducible #0.5mm. The horizontal position is repro-

ducible to£0.1mm.

3. Discrepancy between observed hole positions and thewgpositions is set as).1mm,

if no obvious difference is seen after good angle calibretio

4. The total uncertainty on the scattering angle is the uaicgy of sieve hole position divide

by 1.12m (drift distance between the target center and th8 EiRrance).

5. In right HRS run, there is no sieve slit data available. ¢¢erwe use HAPPEX optics
database. An additional0.5mrad uncertainty is added on uncertainty.This is the change
that we see on left arm angle calibration between using HAP8&abase and PVDIS

database.

With above assumptions, we can calculate d}feuncertainties due to the current optimized

optics database, which forms the table below for all kinecsatettings.
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\ LHRS\ \ RHRS\ \
Kinematics DIS#1 | DIS#2 Res#3 Res#4 Res#7 DIS#2 | Res#5
Angled 12.9 20 12.9 12.9 12.9 20 12.9
E’ 3.66 | 2.63 | 4.0/3.66/4.0/3.664 3.66 | 3.66/3.349.3.66/3.349 2.63 3.1
HRS angle survey Y Y N N N Y N
Carbon multi foil data Y Y Y Y Y Y Y
D (from survey)(mm) 0.5 0.5 0.5
D(from data)(mm) 0.5 0.5 0.5 0.5
reactZ from ytarg opti{ 0.3 0.4 2 0.3 1.4 0.7 1.1
mization(mm)
reactZ from target posi- 2.5 2.5 2.5 2.5 2.5 2.5 2.5
tion(mm)
sin() term, to be used 0.22 | 0.34 0.22 0.22 0.22 0.34 | 0.22
for reactZz
sieve survey N N N N N N N
sieve data Y Y Y
sieve horizontal posit 0.51 | 0.51 0.51 0.51 0.51 0.51 | 0.51
tion, absolute (mm)
sieve horizontal posit 0.1 0.1 0.1 0.1 0.1 0.1 0.1
tion, calibration results
(mm)
horizontal angle 0.5 0.5
using HAPPEX
database(mrad)
Total angle uncer; 0.812 | 1.003 0.900 0.812 0.855 1.134 | 0.976
tainty(mrad), using
1.12md.d
Total angle uncertainty, 0.361 | 0.287 0.400 0.361 0.380 0.325| 0.434
relative(%)
Total Q2 uncer{ 0.722 | 0.575 0.800 0.722 0.760 0.650 | 0.868
tainty(%)

Table 7: PVDIS @ Uncertainty
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2.12 Reconstruction ofQ? and = (HAMC)

The four-momentum transfer squared is
Q* = 2EFE' (1 — cos(6)) (32)

whereE is the incident energy’ is the final momentum or energy of the electrdsi (> m,.)
andd is the scattering angle.

For the beam energy we used the Tiefenbach energy (need kairexipis) of ??? GeV
and assumed a 3 MeV (??7?) average energy loss to the center t&rgjet which is applied
this as a correction to the beam energy. The error in the besrgg F and £ are assumed
conservatively to be 3 MeV based on a history of these measnts in Hall A. The most
important error is irg ...

Perhaps need a table of errors.

A simulation package called “HAMC” (Hall A Monte Carlo) wased to simulate the events
and the spectrometer acceptance. In HAMC, events are dedarsing a physics class that has
information about the cross section and asymmetry. Th&drace generated uniformly in solid
angle d) = sin(f)dfd¢ and the results later weighted by the differential cross;isacdi—g.
The simulated tracks undergo multiple scattering in thgatand energy loss from the target
from external and internal Brehmstrahlung as well as idiozaoss,

The generated four-vectors are transported to the detectbe HRS focal plane using a
set of polynomials that model the trajectories of electrtmsugh the magnetic fields. The
beam raster is simulated, which produces a smearing of tam lmn target. The events are
transported to intermediate apertures such as the cobimmtthe entrance to quadrupoles.
Events that reach the HRS focal plane and intersect thetdeteare integrated to compute the
total rate and average asymmetry.

The acceptance of the HRS is generally defined by combiniagpfenning geometry of
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the intermediate apertures, the norminal settings of wiiadocumented in Refl1d). In real
experiment, however, the edge of the opennings are not wéhetl, as events falling on the
edge may correspond to electrons scattering from the apé&rtonaterial. Therefore, the real
acceptance can be different from the norminal settingsWthérly fine-tune the HRS accep-
tance of the simulation in the following way: taking the ttrgariables of good events from
data as the starting point, we use the same transport funatan “hamc” to transport these
data four-vectors to different apertures, and then reathefedges of the data patern as the real
geometry to define the acceptance. This process is illestiatFig. 29.

After the acceptance fine-tuning, the quality of “hamc” i®cked by the comparison be-
tween simulation results and data on the target variabldskarematics variables. Fig. 30

(Fig. 31) show such comparisons for Left (Right) HRS. Theudation agrees well with data.

2.13 Electromagnetic Radiative Correction

Electrons undergo radiative energy loss such as interrtheaternal Bremsstrahlung and ion-
ization loss, both before and after the scattering. Thiseaw difference between the kine-
matics of what we measure at the detector and what reallydregpat the interaction vertex.
Therefore, the measured asymmetry is different from thenadiated Born asymmetry that we
will use for the extraction o€’; couplings. A radiative correction factor must then be agpli
to the measured asymmetry, which is calculated as:

A(< Qzet >7 < x?let >)
< A(Q2,,22,) >

v Yux

f=

(33)

where A(< @3, >,< 3, >) is the asymmetry evaluated at the single kinematics point of
mean@? andx measured by the detector, ardA(Q?,, z2,) > is the averaged asymmetry for
all events hitting acceptance, calculated using the vésiteematicsQ? andz?,.

The radiative correction is performed under the framewdrklAMC, where radiative ef-

fects are already built in following the treatments first aésed by Mo & Tsai 28). The
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Figure 29: HAMC acceptance tuning. Plotted are thendy cordinates of data events trans-
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data plots, which will be used as acceptance cuts in “hamc”.
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Figure 30: Comparison between HAMC and data for Left HRS ikiagcs #1.
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Figure 31: Comparison between HAMC and data for Right HR®1kiatics #2.
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detailed proccedure is described below:

For each event, one starts from the (fixed) beam enkrggd a randomly selected scattering
anglef and momentum of the scattered electidnwhereE’ is the scattered momentum at the
vertex (referred to a&’ hereafter) but? is not associated with the vertex. The energy loss of
incoming and outgoing electrondy andjE’ are then calculated using the formula given on
page 5-7 of Ref.49), which includes external bremstralung, internal breaistrg (effective
radiator formula), and ionization loss. Then the incomihec&on’s energy at the vertex is
calculated a¥’, = F — J F and the final momentum of the scattered electrallis= E' — 6.

If 6 and £/, falls within the spectrometer acceptance, the cross seatid the PV asymmetry
are calculated using the vertex valuBs and E! and are stored. Figure 32 illustrates these
definitions:

E] (detected)

6 4
~. . S E
F (heamy-<__ /
&

E, 2 ¢
2 OE'

[
<
<

Figure 32: Kinematics used in HAMC to correct the energy lokgwcoming and outgoing
electrons.

The vertex kinematic$Q?, 1) calculated usingE,, 0, E!) is shown in Fig. 33. As one
can see, an event could fall into one of the following catgor —2 H elastic, quasi-elastic,

nucleon resonance, and DIS:

1. Fore—2H elastic, we use code “destastic” from E. Beise (SAMPLE collaboratior§@):

e Cross section is based on parameterizatiod ahd B by J. Ball 31).
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DIS #1 DIS #2

Q(GeV?)
Q(GeVA)

W(GeV) W(GeV)

Figure 33: Vertex kinematics range of the two DIS kinema#itgleft) and #2 (right)

e Asymmetry is based on simple model that compares well tautation of S. Pol-

lock (32).

e Form factors in the deuteron code are using the J. Kelly pararzation of the
nucleon form factors, which worked better for the backwardla measurement of

the SAMPLE experiment3().
e The code gives the deuteron elastic PV asymmetry in the fdrug ¢ a2 G5, where
G is taken to be zero in our calculation.

2. For quasi-elastic:

e Cross section is calculated using the usual elastic forfaulghe neutron and the
proton, then smeared by the smearing algorithm of P. Bostadacted from source

code of the fit).

e Asymmetry fore — p elastic is calculated using the HAPPEX formula (embeded in
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HAMC):;

e Asymmetry fore — n elastic is calculated using the same HAPPEX formula as the

proton but with the neutron form factors;

e Currently the average of — p ande — n asymmetries is taken as the quasi-elastic
asymmetry. This will be corrected when we are ready for agotbund of HAMC

simulations.
3. For nucleon resonancdd/(< 2):

e Cross section is based on P. Bosted’s &) (

e Asymmetries are calculated from three models: two “thecaéimodels” from H.
Lee 34) and M. Gorshteyn3b), respectively, and one “toy model” where we used

Aes = 2= Ay Where Ay, is calculated from the DIS formula (see below);, is

Odis

from ??? (NMC fit or also Bosted fit?-XZ), and,., is from P. Bosted’s fit33);
e The two theoretical models have higher preccedence thaftdlienodel”. Only
when the theoretical models don't apply is the “toy modedis

4. ForDIS (V > 2):

e The cross section is calculated using Bosted's 88;(

e The PVDIS asymmetry is calculated using Egs. (36-38), MSTWENLO (or
NNLO) 3-flavor PDFs and quark-parton model formula Egs. (42%), (46), and
(47). ForR in Eq. (42) again Bosted’s fit is used. This is the same prgtson as

described in the next section for thg, extraction.

Comments:
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The radiative correction is performed under the framewdrklAMC, where radiative ef-
fects are already built in following the treatments firstatésed by Mo & Tsai £8). Special
input to HAMC to customize for this experiment is the infotima about cross section and
asymmetry. Fig ??? shows the vertex kinematics range oftewethin acceptance. Due to
radiation energy loss, a significant fraction of events vidtver Q? and 1/ would leak into
the detector’s acceptance. These events may come fromnal$ kif kinematics regions, in-
cluding Elastic, Quasi-Elastic and Resonances. Therefocemplete set of models for cross
section and asymmetry calculation, covering the wholerkiaigcs range, are implemented as

following:

e Cross section is calculated using the fit over global data f@hristy & Bosted [Ref ??7?],

which covers all regions.
e Asymmetries are calculated using different models foredéht regions:

— Elastic asymmetry is calculated using ??? (Citing EliZaligise, private comm.

or simply SAMPLE?)
— Quasi Elastic asymmetry is calculated as:

_ Apo, + Ayoy,

Op +0n

Ay (34)

whereo,(0,,) is the proton(neutron) elastic cross section, af)dA,) is the pro-
ton(neutron) PVES asymmetry calculated following the dtad treatment as GO

[Ref.??7?] and HAPPEXG).

— Resonance: Two theoretical calculations from differembtists are used. One is
from M. Gorchtein 85). The model cover the whole resonance region upto DIS.

Another is from Matusi, Sato and Le84). The model is only valid foAA-resonance
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uptoW = 1.4(GeV/c). For higheriV, a simple “toy model” that scales the DIS

asymmetry by cross section is used:

Ares = ADIS X Tres (35)
OpIs

— DIS asymmetry is calculated according to Eq. 36, with thegradistribution func-
tions obtained from PDF fits provided by the MRST and the CTEGQS.

Due to the lack of existing measurements of the parity vioggasymmetry in the resonance
region, the correctness of the theoretical models we usedefmnance is not well justified.
To better constrain the uncertainty of these models, we tookmeasurements of resonance
kinematics during the experiment. The kinematics covevegye carefully selected so that they
could be used for radiative corrections of both DIS kineegtas shown in Fig. 34 . Table 8

shows the detailed settings together with the measuredrasymyresults.

Q%(GeV?
QiGeV?d

W(GeV) W(GeV)

Figure 34: Kinematics coverage of the four resonance measnts, together with the DIS
kinematics plotted in black contours.

Comments:
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Table 8: Summary of E08-011 Kinematics and Preliminary As\atry Results for resonance
measurements. Th@? and1V values are calculated from the central spectrometer gsttind
we will provide the acceptance- and cross-section averaiees. We have not corrected the
effect of electron energy losses but will do so for the pudilmn. Systematic uncertainties are
being analyzed too.

Setting RES3 RES4 RESS5 RES7
Beam energy, (GeV) 4.8674 4.8674 4.8674 6.0674
Centralf, 12.9° 12.9° 12.9° 15.0°
Central E{ (GeV) 4.0 3.55 3.10 3.66
Central? (GeVic)? 0.983 0.872 0.762  1.513
CentrallV (GeV/c?) 1.235  1.575 1.853  1.971
(Q%)(GeViy’

(W) (GeV)

A%y (measured, ppm) —66.26 —73.4 —60.9 —118.38
Stat. Error (ppm) .77 6.9 5.15 16.9

As a check on the theoretical models we used for the resonareeompare the hamc-
calculated asymmetried;,,,.. with mesurement resultd’s;; for these resonance kinematics.
The Ay 1S shown in Table 9. Comparing Table 9 and Table 8, the agreesgeneral
good except for RES #3. The difference betwegp,,. and A%, or the statistical uncertainty
of A5, whichever larger, determines the systematic uncertaihtje theoretical-model cal-
culation of the corresponding kinematics region, whichhet used for error estimation of the

radiative correction factor.

Model RES3 RES4 RESS5 RES7
H. Lee Aname (PPM) —82.61 —65.0 —59.1 —117.1
' Syst. Error (rel.)  19% 13% 87%  14%

Anhame —-83.13 —68.2 —61.9 —120.8

M.Gorshteyn Syst. Error 20% 10% 83%  14%

Table 9: Asymmetries calculated by HAMC for the resonancekiatics using different theo-
retical models.
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The radiative correction factgf obtained from the above procedure is shown in Table 10,
together with the systematic uncertainties. The physieststo “hamc”, the cross-sections and
the asymmetry models are all quite precise as confirmed blgwlata, except for the theoretical
models used for resonance asymmetry calculation. Therefbe systematic uncertainty of
f comes mainly from the resonance events contribution. Weahduly divide the resonance
region into the following sub-regions accroding the resmeadata we took, and estimate the

uncertainty thusly:

e W2 < 1.96: RES 3 locates in this region. This is also where H. Lee’s rhisdealid. The

systematic error of RES 3¢%) is applied to events in this region.

e W? < 3.0: RES 4 locates in this region, and its systematic eritgf4( is applied to

events in this region.

e W2 > 3.0: Both RES 5 and RES 7 locate in this region. The combined satie error

of the two (7.3%) is applied to events in this region.

We choose the results obtained from H. Lee’s model to appiy twr DIS data, and use M.

Gorshteyn’s model as a cross check.

DIS|  Model | A(< Qi > <aiy >) | <A@, 25,) > | [ | Af/f
ppm ppm o
#1 H. Lee —88.6 —86.8 1.021 2.0
M. Gorshteyn —88.6 —87.8 1.009 | 0.43
49 H. Lee —159.6 —156.6 1.019
M. Gorshteyn —159.6 —156.7 1.019

Table 10: Radiative Correction Factors.
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3 Extraction of Quark Axial Charge 2C5, — Cyy

3.1 Formalism and Structure Functions

As shown in Eg.xx, the asymmetry can be written as...

The PV asymmetry of electron deep inelastic scattering YbfSa nuclear target is

ADIS GFQ2 F’YZ F’YZ

— —mQAYl()Fl VY}»()FI
_ —fga lar (1) Y (y) + as(2)Ya(y)] | (36)

whereGr is the Fermi constanty is the fine structure constant,is the Bjorken scaling vari-
able,y = v/E is the fractional energy loss of the electron wiitthe incident electron energy.
With 2 =1+ 63—22 andR7Z the ratio of the longitudinal and transverse virtual phogtectro-

magnetic absorption and the— Z° interference cross sections, respectively:

Y l1+PﬂZ] L+ (-9~ ¢* |1 = iz | — 2y (37)
1 pu—
1+Rﬁf 1+(1_y) {1_1+R7}_xyf
and
2 1 (1—y)?
v, = [ ] (38)
1+Rﬁf 1+(1_y) {1_1+R7}_J‘1y%
To a good approximation one h& ~ k7% andY;(y) ~ 1.
Thea, 5 terms are related to the, 5 structure functions as
'yZ
(@) = 247 (39)
vZ
03@) = g‘c}i . (40)
FY

However, since the convention of most parameterizatiobs fi$ the structure functior; and
R simultaneously to cross section data, it is more apprapt@useF;, which are related td"

as:

P, = 22k (1+ R) (41)

r2
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or

T2F2
R = — 42
! 2¢(1+ R) . (42)

In the extraction of”; , one must evaluate all structure functions from world par@meations
of cross section data, which can be done at the QCD LO, NLO,igiehn orders. But the
simple quark parton model (QPM) provides a simple and mdrétine view for the structure

functions: In the QPM these can be constructed from partstmildiition functions (PDFy;(x)

andg;(z):
F) = 33 ) +a ). (43
F2(z) = Y Qigy la(z) + G(@)] (44)
F () = 23 Qighlai(x) — G:()] (45)
Fi(z) = 22F](2) =2 Q7 [ai(2) + Gi(2)] (46)
() = 20F(z) =22 Qigy [4:(x) + 3 ()] (47)

where the summation is over the quark flavoe u,d, s - - -, Q; is the corresponding quark

electric charge, an® is assumed to be zero in the QPM. Definifgz) = ¢(x) £ g(x), one

has
- ZCIiQiQ;_<x)
) = 2w “
C2iQiq;

For an isoscalar target such as the deuteron, neglectiagtefirom heavier quark flavors and
assuming the isospin symmetry thét= d", d* = v" [u, d?™ are the up and down quark PDF
in the proton (neutron)ls = 5, andc = ¢, the functions, 3(z) simplify to

6 2C1(1 + R.) — Ca(1 + R,)]

mfr) = 5+ R, + 4R, ’ (50)
6 (2Cs, — Cha) Ry

pr— 1

as () 5+ R, +4R. (51)
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whereR, = [2(c+ ¢)]/(u+u+d+d), Ry = [2(s+ 5)]/(u +u+d+d) and Ry =
(u—u+d—d)/(u+i+d+d).

To estimate the uncertainty due to structure function pataneations, it is useful to eval-
uate the value of; 3 assuming that the nucleon is simply made of valene@dd quarks. For

the deuteron this results " = d* = v~ = d~, s = ¢ = 0, which lead to the expressions in

PDG2012 86):
ay(z) = g(zclu—cld), (52)
as(z) = g(zc2u—c2d), (53)

I.e., no structure function or parton distribution functiis involved. These will be referred to
as the “no structure” values hereafter. Values.pf using different PDF fits are presented in
Sec. 3.3 and the difference from these no-structure valilebewsed to estimate the maximal

uncertainty due to structure functions.

3.2 Radiative Corrections

In this section the effect of higher order Feynman diagrantido& discussed. This includes the
“running” of all coupling constants involved due to vacuuwlgrizaton or loop diagrams, as
well as the effect of the box diagrams of two-boson exchangles internal corrections such as
vertex corrections and internal bremstralung, as well @sraal corrections due to the energy
loss of incoming and outgoing electrons were discussedatiose??? and will not be included

here.
3.2.1 Running of all coupling constants

1. Theag, is evaluated at our measuréd from agar|g2—o = 1/137.036 (36).This takes

into account purely EM vacuum polarization, which cannotbeected otherwise.
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2. The Fermi constant 6 = 1.1663787(6) x 1075 GeV~2 (36).
3. The value ofin? 6y, and its running does not go directly into the asymmetry datoan;

4. TheC{f’Qd are evaluated at our measur@d in the M S scheme using a fixed Higgs mass
My = 124.5 GeV and the rest of the parameters determined by the glob@7)ifThis
calculation includes the “charge radius effect” and a praiary estimate of the interfer-

ence between-exchange andgZ box.

e K. Kumar commented it seems to include all EW RC, plus a piakny estimation

of the interference betweepexchange and.Z box.

e Minor tweaks might need to be done for the- (v2) term.

The exact values are shown below. The definition of all patareecan be found in
PDG2012, and their values can be compared to Table 10.2 o2BDZ5E6) which de-
fines them at)? = 0 and is more valid for lower energies (such as Atomic PV) than

PVDIS.

5. Interference between-exchange and~ box is NOT calculated anywhere, although itis

estimated to be the same order asthe (v2) interference.

6. Effects of theyy box, which should go into the denominator of Eq. (36) (Andkej
hep-ph/0502128), is NOT calculated anywhere.

7. Additional EM radiative corrections, such as vertex asanfe?) loop corrections still

need to be studied, see next section.
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Table 11: Values of’, ,, calculated at our measurégf values using the best fit of the Higgs
massny = 102 GeV.

Q? (GeVk)? 1.901 1.085
P 0.9891 0.9891
P 1.0007 1.0007
% 0.9943 0.9958
K 1.0298 1.0298
N ~18%x107° | —1.8 x 107?
A2 -0.0110 -0.0104
Ao 0.0006 0.0008
Cha -0.1913 -0.1908
Cha 0.3429 0.3427
Can -0.0388 -0.0382
Cha 0.0284 0.0280
2C1, — Ca | -0.7255 -0.7244
2Ch, — Csy | -0.1061 -0.1045

3.2.2 Box corrections

In the one-boson exchange (OBE) picture, the parity-vilpasymmetry4d%,, is proportional
to the interference betweenand.Z exchange amplitudes:

ot —o~ _ 2Re(M;My

AO == ~
PV ot +o- M2

(54)

where only the parity-violating part ¥/, is retained.
The correction to the PV cross section arising from theandv~Z two-boson exchange

(TBE) contributions can be obtained from Eq. 54 by the reptaents

M, — M, + M, (55)

M, — MZ"‘MWZ_’_MZW- (56)

There are thee types of corrections arising from the interfee of the OBE~ or Z) and TBE

(yy or vZ) amplitudes (the so-called box diagrams), which we willaterasy(vZ2), Z(yy),
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and~(~v). The first is an electroweak correction whereas the last tweoetectromagnetic

corrections. These corrections can be identified as

2Re(M: M,z + M: My,

0 = 57
0% 2Re(M: My ’ 7
2Re(M3% M.
o = ———=<_ 7 58
Z(vv) 2R6(M§Mfy> ’ ( )
2Re(M*M..,)
5 = T (59)
v(vy) |M7|2
The correction to the Born-level PV asymmett,,, can be represented as
1494 0
Apy = (14 610) ARy = ( i e i “’YZ)) Apy . (60)
T Oy(yy)

where Apy is the full asymmetry including TBE corrections. Since tiheceromagnetic TBE
correctiond.,(,.) is typically only a few percent, the full correctiai,, can be written approxi-

mately as

Obox = 0z(yy) + 05(72) — Oy(1y) - (61)

There is a great deal of cancellation among these three témrparticular for the vector part
of the Z-nucleon coupling, which is related to thenucleon coupling by an isospin rotation.
There are also infra-red (IR) divergences that cancel gxact

The soft-photon exchange contributiondg,., which contains the IR divergences, can be
separated out from the hard photon exchange contributiaohwik relevant for DIS kinemat-
ics. The soft photon contribution involves the nucleon ashale. This is the usual Mo-Tsai
correction that is independent of nucleon structure. Tioeeeonly the hard photon contribu-
tion needs to be considered. FQt in the rangel — 2 GeV?, the hard photon contribution of
the TPE correction, ) for scattering from the weighted sum of incoherent quaxks- d is
positive, and of orded — 2%, depending on the specific kinematics. The tofgl for the same

incoherent sum is positive and of order 1%.
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3.3 Extracting Cy,

To extract2Csy,, — Cyy from the measured asymmetry, we first calculate}fﬁé contribution of
Eg. (36) assuming the standard model values’fgr then subtract it from the measured asym-
metry to obtain the measurdd” contribution. The measurel;” contribution is compared
with the calculated value to obtaidC;, — (5. During this procedure both the QED and the
electroweak radiative corrections must be properly takeo account as described in the pre-
vious section. The non-perturbative QCD effect which wasaocounted for in the structure
function calculations is not included here, but will be dissed in the next section.

The inputs to the calculations of thg'? and F;“ contributions to Eq. (36) are described

below:

1. Calculation of structure functions based on “PDF comthimth QPM”: For the struc-
ture functions in Egs. (48-49) the best evaluation is penfat at the QCD NLO or RLO
level. However, except for the CTEQ/JLab (“CJ”) fit, whichN&.O, almost all parame-
terizations available do not provide calculation for the exchange oty — Z interference
terms 7. The CJ fit, on the other hand, does not applyfobelow1.7 (GeV/c)? and
would not work for the measure@? = 1.085 (GeV/c)? data. Therefore the simple par-
ton model, Eqgs. (45-47) are used to construct structuretiome The PDF fits used in
this “PDF-QPM combination” include CTEQ13§, 39 and MSTW200840, 41), and
results at the)? = 1.901 (GeV/c)? are compared with the full NLO CJ fit to study the

sensitivity to the PDF used.

2. Once values foF andF;Z are obtained, Eq. (42) is used to calculafeand £7'# where

the latest experimental fit ot (33) is used.

3. Effect of possible difference betweédtt? and R were studied42) : To account for

a shift of 1 ppm in the asymmetry, 7.7% and 4.5% differencésden 2’ and R are
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needed, fof)? = 1.085 and1.901 (GeV/c?), respectively. This uncertainty is notincluded

in the current calculation for the asymmetry shown in Taldle 1

4. Once the appropriatg andas terms for the asymmetry are evaluated, we compare them

to our measured asymmetry and extr@gj as:

[2C%, — Cyq) (measured) =

measured calculated
APV - Aa1 term

[QCQU o CZd]S]\/I value >

Acalculated (62)
azterm

Table 12 summarizes our calculation of the SM value for tlyerasetry.

Table 12: Comparison of asymmetry calculation using déifeistructure functions. The value
for aga (Q?) (run from1/137.036 atQ? = 0) andC}s (Q?) are also shown.

[ (Q%) =1.085, (z) = 0.241 | (Q) = 1.901, (z) = 0.295

Physical couplings

cy, 04 -0.19059, 0.34257 -0.1913, 0.3429
2C1, — Chq -0.72375 -0.7255

Ccy, Cd -0.03827, 0.02802 -0.0388, 0.0284
204 — C4 -0.10456 -0.1060

A(aq), A(asz) terms in ppm

“no structure” -83.21, -5.57 -145.77, -14.56
CTEQ/JLab (CJ) full fit NA -147.86, -13.60
“PDF+QPM” MSTW2008 LO -83.75, -4.598 -146.71,-13.10
“PDF+QPM” MSTW2008 NLO -84.39, -4.735 -147.22,-13.39
“PDF+QPM” MSTW2008 NNLO -84.41,-4.774 -147.17,-13.48

As one can see from the table above, the MSTW 2008 NLO PDF cwdbvith QPM gives

the closest values to the full CJ fit @ = 1.901 (GeV/c)?. In order to utilize the measured

asymmetries at bot§)? = 1.085 and1.901 (GeV/c)?, the MSTW NLO combined with QPM

values will be used.

Our final result or2Cs,, — Cyq, extracted from th€)? = 1.901 (GeV/c)? asymmetry data,

205, — Cyy = zxx +0.052(tota)

77

(63)



(cite stat, syst, model separately!) this is to be comparngial thhe Standard Model prediction
—0.1060 at this@Q? or the current PDG2012 best estimatet 0.24. To compare with previous
world data, the first PVDIS data from SLAC should be re-anatyan a equal footing, i.e., an
extraction of2C,, — Cy4 with the value of the quark weak vector charge t&m,, — C, fixed
to the SM. The reanalysis of the SLAC data giVe§s, — Csy)srac = —0.17 £ 0.30.

To allow extraction 02C5,, — Cs,; from both@? points, the higher twist effect must be taken
into account properly. This is discussed in the next sedaimha simultaneous fit to the higher

twist effect and2Cs,, — Cyy Will be performed.

3.4 The Higher Twist Effect and a Simultaneous Fit to the Higler Twist
Coefficient ﬁHT and 205, — Cy

The higher twist effects refer to the interaction betweearks inside the nucleon at lo@?,
where renormalization of the QCD coupling breaks down. Aelative lowQ? but not low
enough for the effective QCD coupling to diverge, the highgst effects introduce a/Q?-
dependence to the structure functions in addition tditlg¢? perturbative QCD evolution. The
higher twist effects orR” were estimated in Ref4@) and the effect on the asymmetry is negli-
gible. Previous data on the higher twist effect of electrakstructure functionﬁﬂgz are scarse,
and the only data that can be directly applied¥d’ here are from the neutrino structure func-
tion HY (43). If applying the observed?y higher twistQ? dependence té~Z alone, one
expects the asymmetry to shift by0.70 ppm and+1.2 ppm for the lower and the high&p?
results, a less thatf effect. However, since the non-perturbative interactietwkeen quarks
inside the nucleon should not depend on the boson (photaf)@axchanged between the quark
and the incident electron, one expects a large, if not cot@ptancellation betweefi' 3y ~Z and
F/, i.e. the numerator and the denominator of betranda; terms. The PVDIS asymmetry

should therefore have very small higher twist effect.
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The higher twist effect to PVDIS can be investigated throagimultaneous fit to the higher

twist coefficients g and2Cy, — Csy. The antazi

(1—2)°Q?

where ALY is the value calculated from Eq. 36 apg is the higher twist coefficient. Our

Apy = AZW <1+ﬂ> (64)

results are...

4 Summary
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