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1 PVDIS Formalism

This section discusses the formalism of parity-violating deep inelastic scattering. Extraction of

theC2 coefficients (section 3) follow from this formalism.

APV ≡ σ+ − σ−

σ+ + σ−

=

(

− GFQ2

4
√

2πα

)(

2ge
AY1

F γZ
1

F γ
1

+ ge
V Y3

F γZ
3

F γ
1

)

, (1)

whereQ2 is the negative of the four-momentum transfer squared,GF is the Fermi weak cou-

pling constant,α is the fine structure constant,Y1 andY3 are kinematic factors, andx is the

Bjorken scaling variable. In the quark parton model,

F γZ
1 =

∑
gq

V Qq [q(x) + q̄(x)] (2)

F γZ
3 =

∑
gq

AQq [q(x) − q̄(x)] (3)

F γ
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1

2

∑
Q2
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whereQq is the electric charge of quarks andq(x), q̄(x) are quark distribution functions. Rewrit-

ing ge
A(V )g

q
V (A) asC1(2)q, and assumingRγ = RγZ = 0, one hasY1 = 1 and

APV =

(
3GFQ2

πα2
√

2

)

×

2C1u[1 + RC(x)] − C1d[1 + RS(x)] + Y3(2C2u − C2d)RV (x)

5 + RS(x) + 4RC(x)
, (5)

whereRV,C,S are related to quark distributions. The magnitude of the asymmetry is in the order

of 10−4, or 102 parts per million (ppm) atQ2 = 1 (GeV/c)2.

The tree-level Standard Model effective weak coupling constantsC1,2q are
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− 2

3
sin2 θW , C2d = 2ge
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A =

1

2
− 2 sin2 θW ,
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with θW the weak mixing angle. The goal of JLab E08-011 is to measure the PVDIS asym-

metries to a statistical precision of 3% for theQ2 = 1.1GeV2 point and 4% for the the

Q2 = 1.9GeV2 point. In addition, the systematic uncertainty goal is< 3%, and under the

assumption that hadronic physics corrections are small, our goal is to extract from these asym-

metries the effective coupling constant combination(2C2u −C2d). The magnitude of the asym-

metries is expected to be90 and170 ppm for the two measured kinematics ofQ2 = 1.1 and

1.9 (GeV/c)2, respectively. To achieve the required precision, event rates up to500 kHz are

expected. Although this is not the first time the PVDIS asymmetries are measured, the only

preceeding PVDIS measurement was carried out at SLAC (3) about 35 years ago, with a≈ 9%

statistical and a≈ 9% systematic uncertainties. The increased precision of this experiment

required better controls of all systematic uncertainties.

2 Apparatus

The floor plan for Hall A is shown in figure 1. We used an 85µA polarized electron beam and a

25 cm liquid deuterium target. The scattered electrons are detected by the two High Resolution

Spectrometers (HRS) in Hall A at Jefferson Lab. A LuminosityMonitor is located downstream

on the beamline to monitor the target boiling effects and possible false asymmetries at the10−7

level.

The experimental techniques for measuring small asymmetries of order 1 ppm have been

successfully deployed in parity-violating electron-scattering experiments at several facilities

(3–8). The recent experiments at Jefferson Lab, such as HAPPEX (6) and PREX (8) have

maintained systematic uncertainties associated with helicity reversal at the10−8 level. The

asymmetries sought for in this experiment are of order 100 ppm with required accuracies of

about 1 ppm, which is two orders-of-magnitude above the systematic uncertainty established in

the recent experiments.
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The measurement must separate electrons from the charged pion background that arise from

electro- or photo-production. While the standard HRS detector package and data acquisition

(DAQ) system routinely provide such a high particle identification (PID) performance, they are

based on full recording of the detector signals and are limited to event rates up to 4 kHz. This

is not sufficient for the few-hundred kHz rates for the experiment. Thus we have built new

DAQ designed to count event rates up to 1 MHz with hardware-based particle identification

(see Ref. (9) and section 2.3.1).

The apparatus will be described in detail in this section. These include the polarized electron

beam (section 2.1), the beam monitors (2.2), the spectrometers and detectors(2.3), the data

acquisition system (2.3.1, the target (2.5), and the beam polarimeters (2.4).

Right HRS

Left HRS

LD  TargetPolarimeter
Compton

Moller
Polarimeter

Raster

BCM BPMARC eP

2

Luminosity
Monitor

Figure 1: Floor plan of the PVDIS experiment in Hall A at Jefferson Lab. Beam enters from
the left and scatters from a LD2 target in the middle of the hall. The scattered electrons are
detectred in the two HRS (High Resolution Spectrometer) systems.

2.1 Polarized Electron Beam

The electron beam originated from a strained GaAsP photocathode illuminated by circularly

polarized light (10). The sign of the laser polarization determined the electron helicity; this was

held constant for periods of 33 msec, referred to as “windows”. By reversing the sign of the laser
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circular polarization, the direction of the spin at the target could be reversed rapidly (11). Two

windows of opposite helicity made a window pair, where the helicity of the first window was

chosen with a pseudorandom number generator and the second window was the complement.

These window pairs were line locked to the 60 Hz line, thus ensuring a good cancellation of the

power-line noise.

A half-wave (λ/2) plate was periodically inserted into the laser optical path which passively

reversed the sign of the electron beam polarization. Roughly equal statistics were thus accu-

mulated with opposite signs for the measured asymmetry, which suppressed many systematic

effects. The direction of the polarization could also be controlled by a Wien filter and solenoidal

lenses near the injector (12). The accelerated beam was directed into Hall A, where its intensity,

energy and trajectory on target were inferred from the response of several monitoring devices.

The beam monitors and trigger signals, which derived from the detectors in the spectrome-

ters, were integrated over the helicity window and digitized. The beam monitors were integrated

by custom 18-bit ADCs (8), see section 2.3.1. The beam monitors, target, and detectors were

designed so that the fluctuations in the fractional difference in the signal response between a pair

of successive windows were dominated by scattered electroncounting statistics (see sec 2.8).

To keep spurious beam-induced asymmetries under control atwell below the ppm level, careful

attention was given to the design and configuration of the laser optics leading to the photocath-

ode (11).

The integrated response of each detector PMT and beam monitor was digitized and recorded

for each 33 msec window. The raw spin-direction asymmetryAraw in each spectrometer arm

was computed from the the detector response normalized to the beam intensity for each window

pair.
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Figure 2: Window-to-window beam jitter as measured by a BPM is plotted along thex axis. On
they axis is plotted the beam position as predicted by nearby BPMs. The residuals are smaller
than 1µm.

2.2 Beam Monitoring

Helicity-correlations in the beam properties such as energy and position are a primary concern

for parity-violation experiments. At Jefferson Lab, the beam position is measured by “stripline”

monitors (13), each of which consists of a set of four thin wires placed symmetrically around

the beam pipe. The wires act as antennae that provide a signal(modulated by the microwave

structure of the electron beam) proportional to the beam position as well as intensity. Figure 2

shows the correlation between the measured position at a BPMnear the target compared with

the predicted position using neighboring BPMs for a beam current of 100µA (2×1013 electrons

per window). A precision forδ(∆Xi) close to 1µm was obtained for the average beam position

for a beam window containing2 × 1013 electrons.
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To measure the beam intensity, microwave cavity BCMs have been developed at Jefferson

Lab (14). The precisionδ(AI) that has been achieved for a 30 ms beam window at 100µA is

4 × 10−5. This resolution is a result of good radiofrequency (rf) instrumentation as well as a

high resolution of the 18-bit ADC (sec 2.3.1).

Let the detected scattered flux of electrons beD in each spectrometer, and the beam current

I, measured independently for every window by integrating the signals over the helicity period.

From these we obtained the normalized fluxdi ≡ Di/Ii and the cross section asymmetry(Ad)i

for the ith window pair. The raw asymmetry was then obtained by appropriate averaging ofN

measurements:

(Ad)i ≡
(

d+ − d−

d+ + d−

)

i

≡
(

∆d

2d

)

i

δ(Ad) = σ(Ad)/
√

N. (6)

where+ and− denote the two helicity states in a pair.

A major goal of the experimental design is toσ(Ad) should be dominated by the counting

statistics in the scattered flux. As shown by fig 10 in Ref. (9), this goal was met.

There are two key parameters for each experimentally measured quantityM , such as detec-

tor rate, beam intensity, or beam position. The first isσ(∆M), the size of the relative window

pair-to-window pair fluctuations in∆M ≡ M+ − M−, which is affected by real fluctuations

in the electron flux. The second isδ(∆M), the relative accuracy with which the window pair

differences inM can be measured compared to the true value, which is dominated by instru-

mentation noise.

If σ(∆M) is large enough, it might mean that there are non-statistical contributions toσ(Ad)

so that the latter is no longer dominated by counting statistics. In this case, it is important that

δ(∆M) ≪ σ(∆M) so that window pair to window pair corrections for the fluctuations in∆M

can be made.
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We desire thatσ(Ad) be dominated by counting statistics; this minimizes the runtime and

demonstrates that we know the main source of our uncertainties. An example of possible non-

statistical contributions is window-to-window relative beam intensity fluctuations,σ(AI) ≡

σ(∆I/2I), which were observed to vary between2 × 10−4 and2 × 10−3, depending on the

quality of the laser and the beam tune. This is a unique strength of the beam at Jefferson

lab, sinceσ(AI) < σ(Ad). Nevertheless, the detector-intensity correlation can beexploited to

remove the dependence of beam charge fluctuations on the measured asymmetry:

(Ad)i ≃
(

∆D

2D
− ∆I

2I

)

i
≡ (AD − AI)i. (7)

which is equation 6 to first order.

Similarly, σ(Ad) might be affected by random beam fluctuations in energy, position and

angle. The corrections can be parameterized as follows:

(Acorr
d )i =

(
∆D

2D
− ∆I

2I

)

i
−
∑

j

(αj(∆Xj)i). (8)

Here, Xj are beam parameters such as energy, position and angle andαj ≡ ∂D/∂Xj are

coefficients that depend on the kinematics of the specific reaction being studied, as well as the

detailed spectrometer and detector geometry of the experiment.

With a careful choice of beam position monitoring devices (BPMs) and their respective

locations, several measurements of beam position can be made from which the average relative

energy, position, and angle of approach of each ensemble of electrons in a helicity window on

target can be inferred. One can then write

(Acorr
d )i =

(
∆D

2D
− ∆I

2I

)

i
−
∑

j

(βj(∆Mj)i). (9)

HereMi are a set of 5 BPMs that span the parameter space of energy, position, and angle on

target, andβi ≡ ∂D/∂Mi. It is worth noting that this approach of making correctionswindow
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by window automatically accounts for occasional random instabilities in the accelerator (such

as klystron failures) that are characteristic of normal running conditions.

During our experiment run, we found thatσ(∆Mj) varied between 1 and 10µm andσ(AE)

was typically less than10−5. These fluctuations were small enough that their impact onσ(Ad)

was negligible.

The coefficientsβi were evaluated using beam modulation, and will be discussedin Sect. 2.8,

where it is shown that the corrections were neglible compared to the uncertainties from counting

statistics.

2.3 Spectrometers and Detectors

The Hall A high resolution spectrometers (HRS) at JeffersonLab consist of a pair of identical

spectrometers of QQDQ design, together with detectors for detecting the scattered particles

(14). The spectrometer and their standard detector package served to select for and to measure

the kinematics quantities (x, Q2) while suppressing backgrounds originating from the target.

The spectrometers are designed to have a large acceptance with excellent resolution (∆E/E ∼

10−4) and absolute accuracy in the reconstructed four–vectors of the events and, of less rele-

vance for our experiment, precise normalization of the cross section. To measureQ2 with

sufficient accuracy requires good knowledge of the transfermatrix for the spectrometer to re-

construct events at the scattering point, as well as good pointing accuracy for the location of the

spectrometers and precise measurements of beam position and angle. To calibrate the transfer

matrix, a 0.5 mm thick tungsten plate with an array of pinholes is inserted in dedicated runs;

reconstruction of the hole pattern determines the matrix.

The scattered rate of electrons and of pions were determinedby a trigger system in the HRS

described in (9). This trigger consisted of two scintillator planes, whichprovided the main

timing trigger, a CO2 gas cherenkov counter and a double-layered lead glass detector, which
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both provided particle identification information. The standard tracking detector (the vertical

drift chamber) was turned off during production data takingbecause it may not endure the

expected high event rates. During low-rate calibration runs, the tracking detector was turned on

and the efficiency of the electron trigger and the pion rejection could be studied (see Ref. (9)).

The signals for the gas cherenkov detector and the double-layered lead glass counter were

passed through discriminators and logic units to form preliminary electron and pion triggers.

These preliminary triggers are then combined with the scintillator triggers and cherenkov sig-

nals to form the final electron and pion triggers, which are then sent to scalers to record the event

counts and form asymmetries. Particle identification is fulfilled by the use of discriminators for

both the lead-glass and the cherenkov counters and proper settings of their thresholds.

For HRS the two layers of the leadglass counter are called “preshower” and “shower” de-

tectors, respectively. The preshower blocks in the Right HRS (the spectrometer located to the

right side of the beamline when viewed along the beam direction) has48 blocks arranged in

a 2 × 24 array, with the longest dimension of the blocks aligned perpendicular to the particle

trajectory. For the two blocks in each row, only the ends facing outward are read out by photo-

multiplier tubes (PMTs) and the other ends of the two blocks were facing each other and not

read out. Therefore the preshower detector had48 output channels. All preshower blocks were

individually wrapped to prevent light leak. The preshower and the shower detectors in the Left

HRS are similar to the preshower detector on the Right HRS except that for each detector there

are34 blocks arranged in a2 × 17 array. The shower detector in the Right HRS had75 blocks

arranged in a5× 15 array with the longest dimension of the blocks aligned alongthe trajectory

of scattered particles. PMTs are attached to each block of the Right shower detector on one end

only, giving75 output channels.

The particle identification (PID) was studied at low beam currents using fbTDC signals

along with ADC spectrum of all detector signals recorded by the standard DAQ. Figure 3 shows

13



the preshower vs. shower signals for group 2 on the Left HRS. Acomparsion between no fbTDC

cut and with cut on the fbTDC signal of the electron wide trigger from this group clearly shows

the hardware PID cuts.

No TDC cut with TDC cut on electron wide triggers

Figure 3: Preshower vs. Shower ADC spectrum (sum of 8 blocks each) for group 2 on the
Left HRS, without fbTDC cut (left) and with cut on the group 2 electron wide trigger fbTDC
signal (right). It clearly shows the hardware cuts on the preshower and the total shower signals,
indicating the DAQ is selecting the correct events as electrons. The cuts can be adjusted by
changing the discriminator thresholds. The events near thevertical axis, around ADC channels
(200,1000), are electrons that deposited energy in overlapping blocks between group 2 and
group 1 (or group 3) and are recorded by the other group.

Electron efficiency and pion rejection factors of the lead glass counter on the Left HRS are

shown in Fig. 4 as functions of the vertical hit position of the particle in the preshower detec-

tor. PID performance on the Right HRS is similar. Electron efficiency from wide groups are

slightly higher than narrow groups because there is less event loss due to timing mis-alignment

when taking the coincidence between the preshower and the total shower discriminator outputs.

Variations in the electron efficiency across the spectrometer acceptance effectively change the

kinematics(Q2) of the measurement. For this reason, data were taken daily during the experi-

ment to monitor the DAQ PID performance and corrections are applied to data.

Combined with the≈ 200 pion rejection factor of the gas cherenkov counter, the total pion

rejection was above104. With the parity violation asymmetry of pion production being no

larger than that of scattered electrons, the uncertainty inthe final asymmetry results due to pion

contamination is negligible compared to the3 − 4% statistical uncertainty.
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Figure 4: Electron detection efficiency (left) and pion rejection factor (right) vs. vertical (dis-
persive) hit position of the particle in the preshower detector for the narrow electron triggers in
the Left HRS. A one-hour run was used in this evaluation. For electron efficiencies, the total
efficiency is shown by the red curve, while blue shaded area indicates events that are recorded
by the two adjacent groups. The average electron efficiency across the detector for this one-hour
run is(94.626 ± 0.002)% and the averge pion rejection factor is75.3 ± 1.1. The error bars are
statistical only. PID performance for the wide path and the Right HRS are similar.

2.3.1 Data Acquisition System

The signals from our trigger that define electrons and pions are sent to scalers (Struck Model

SIS3801) where they are integrated over the helicity window. The scalers are part of the

HAPPEX DAQ (6) which is a multiple-VME-crate DAQ system running under theCODA

system developed at Jefferson Lab (15). Signals from the various beam monitors are integrated

and digitized by custom-built VME integrating 18-bit ADCs.The system is triggered at the

30 Hz rate of the helicity reversal, synchronized to the end of each helicity window with the

first 0.5 msec of the pulse blanked off to remove instabilities due to the switching of HV on

the Pockels cell which controls the beam polarization. In addition to the scalers and ADCs, the

DAQ reads input/output registers which record various information such as the helicity.

The scaler DAQ which counts triggers is designed to count event rates up to 1 MHz with

hardware-based PID and with minimal deadtime of order 1%. The analysis of the deadtime is

given in reference (9). The detectors (section 2.3) provided the electron and pion triggers. A
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schematic and full description of the trigger is shown in ref(9).

2.4 Beam Polarimetry

The experimental asymmetryAexp is related to the corrected asymmetry by

Aexp = Acorr
d /Pe (10)

wherePe is the beam polarization. Three beam polarimetry techniques were available at JLab:

A Mott polarimeter in the injector, and both a Møller and a Compton polarimeter in the experi-

mental hall.

2.4.1 Mott Polarimeter

A Mott polarimeter (16) is located near the injector to the first linac, where the electrons have

reached 5 MeV in energy. Mott polarimetry is based on the scattering of polarized electrons

from unpolarized high-Z nuclei. The spin-orbit interaction of the electron’s spin with the mag-

netic field it sees due to its motion relative to the nucleus causes a differential cross section

σ(θ) = I(θ)
[
1 + S(θ)~Pe · n̂

]
, (11)

whereS(θ) is the Sherman function andI(θ) is the spin-averaged scattered intensity

I(θ) =
Z2e4

4m2β4c4 sin4(θ/2)

[
1 − β2 sin2(θ/2)

]
(1 − β2) . (12)

The unit vector̂n is normal to the scattering plane, defined byn̂ = (~k×~k′)/|~k×~k′| where~k and

~k′ are the electron’s momentum before and after scattering, respectively. Thusσ(θ) depends on

the electron beam polarizationPe. Defining an asymmetry

A(θ) =
NL − NR

NL + NR
, (13)

16



whereNL andNR are the number of electrons scattered to the left and right, respectively, we

have

A(θ) = Pe S(θ) , (14)

and so knowledge of the Sherman functionS(θ) allowsPe to be extracted from the measured

asymmetry with a precision of 3% (6,17). The Mott polarimeter is also used for setting up and

verifying the transversely-polarized beam used for systematic checks.

2.4.2 Møller Polarimeter

A Møller polarimeter measures the beam polarization via measuring the asymmetry in~e, ~e scat-

tering, which depends on the beam and target polarizationsP beam andP target, as well as on the

analyzing powerAth
m of Møller scattering:

Aexp
m =

∑

i=X,Y,Z

(Ath
mi · P targ

i · P beam
i ), (15)

wherei = X, Y, Z defines the projections of the polarizations (Z is parallel to the beam, while

X − Z is the scattering plane). The analyzing powersAth
mi depend on the scattering angleθCM

in the center-of-mass (CM) frame and are calculable in QED. The longitudinal analyzing power

is

Ath
mZ = −sin2 θCM(7 + cos2 θCM)

(3 + cos2 θCM)2 . (16)

The absolute values ofAth
mZ reach the maximum of 7/9 atθCM = 90◦. At this angle the

transverse analyzing powers areAth
mX = −Ath

mY = Ath
mZ/7.

The polarimeter target is a ferromagnetic foil magnetized in a magnetic field of 24 mT along

its plane. The target foil can be oriented at various angles in the horizontal plane providing both

longitudinal and transverse polarization measurements. The asymmetry is measured at two

target angles (±20◦) and the average taken, which cancels transverse contributions and reduces

the uncertainties of target angle measurements. At a given target angle two sets of measurements
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with oppositely signed target polarization are made which cancels some false asymmetries such

as beam current asymmetries. The target polarization was (7.95± 0.24)%.

The Møller-scattered electrons were detected in a magneticspectrometer consisting of three

quadrupoles and a dipole (14). The spectrometer selects electrons in a bite of75◦ ≤ θCM ≤ 105◦

and−5◦ ≤ φCM ≤ 5◦ whereφCM is the azimuthal angle. The detector consists of lead-glass

calorimeter modules in two arms to detect the electrons in coincidence. More details about the

Møller polarimeter are published in (14). The total systematic error that can be achieved is 3.2%

which is dominated by uncertainty in the foil polarization.

2.4.3 Compton Polarimeter

The Compton polarimeter (18–20) is based on scattering of the polarized electron beam from

a polarized laser in a beam chicane. The backscattered photons are detected in a GsO crystal

(20).

The experimental asymmetryAexp
c = (N+−N−)/(N++N−) is measured, whereN+ (N−)

refers to Compton counting rates for right (left) electron helicity, normalized to the beam inten-

sity. This asymmetry is related to the electron beam polarization via

Pe =
Aexp

c

PγAth
c

(17)

wherePγ is the photon polarization andAth
c the analyzing power. At typical JLab energies (a

few GeV), the Compton cross-section asymmetry is only a few percent. To compensate for this,

a Fabry-Perot cavity (21) is used to amplify the photon density of a standard low-power laser

at the integration point. An average power of 1200 W is accumulated inside the cavity with a

photon beam waist of the order of 150µm and a photon polarization above 99%, monitored

online at the exit of the cavity (22).
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2.4.4 Beam Polarization Results

During our experimental run, the Møller polarimeter the entire time, while the Compton po-

larimeter initially suffered from a high background and only produced results in the last three

weeks of the run. Figure 5 shows the Møller polarimetry measurements during our experiment,

and figure 6 shows the Compton measurements together with Møller measurements that were

taken during the time period.

Time
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Figure 5: Polarization history from the Møller polarimetermeasurements. The error bars in-
clude systematic error.

The average beam polarization from constant fit is88.97% for Møller and89.45% for Comp-

ton. The way that we apply the beam polarization correction is as following:

1. When there’s no Compton measurements (before Dec 2), onlyMøller results are used.

Each Moller data point is used for the consecutive days untilthe next data point is avail-

able.

19



Time
Dec.01,2009 Dec.05,2009 Dec.08,2009 Dec.12,2009 Dec.15,2009 Dec.19,2009

B
ea

m
 P

ol
ar

iz
at

io
n

0.85

0.90

0.95

Time
Dec.01,2009 Dec.05,2009 Dec.08,2009 Dec.12,2009 Dec.15,2009 Dec.19,2009

B
ea

m
 P

ol
ar

iz
at

io
n

0.85

0.90

0.95

Polarization from Moller

Constant Fit

Figure 6: Polarization history from Compton measurement (round points), together with Moller
measurements (square points) during the same time. The error bars for Compton are statistical
only, while for Moller include systematic.

2. When there are both Compton and Møller results (after Dec 2), the Compton data are

averaged first and then this average is averaged with each Moller point. These results are

applied for correction in the same way as 1.

3. The beam polariztion is corrected run by run.

The run-by-run averaged beam polarization corrections areshown in table 2.4.4 for the

different kinematics and spectrometers (Left/Right HRS).

Left Kine 1 Left Kine 2 Right Kine 2
Polarization 88.18% 89.29% 88.73%
Uncertainty 1.76% 1.19% 1.50%
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2.5 Target

The Hall A cryogenic target system (14) was used for this experiment. We used the a 20 cm

deuterium cylindrical target cell for the main production data-taking, as well as auxiliary targets

for evaluating backgrounds, studying the spectrometer optics, and checking beam centering.

The target cell sits in an evacuated scattering chamber, along with subsystems for cooling,

temperature and pressure monitoring, target motion, gas-handling, controls, and a solid and

dummy target ladder.

The liquid deuterium loop was operated at a temperature of 22K and a pressure of 25 psia,

leading to a density of about 0.0723 g/cm3. The Al-walled target cells were 6.48 cm in diameter,

and were oriented horizontally, along the beam direction. The upstream window thickness was

0.071 mm, the downstream window thickness was 0.094 mm, and the side wall thickness was

0.18 mm. Also mounted on the target ladder were solid thin targets of carbon, and aluminum

dummy target cells, for use in background and spectrometer studies.

The target was mounted in a cylindrical scattering chamber of 104 cm diameter, centered

on the pivot for the spectrometers. The scattering chamber was maintained under a10−6 torr

vacuum. The spectrometers view exit windows in the scattering chamber that were made of

0.406 mm thick Al foil.

To spread the heat load on the the target end-cap, the beam wasrastered at 20 kHz by

two sets of steering magnets 23 m upstream of the target. These magnets deflected the beam

by up to±2.5 mm in x andy at the target. Local target boiling would manifest itself asan

increase in fluctuations in the measured scattering rate, which would lead to an increase in the

standard deviation of the pulse-pair asymmetries in the data, above that expected from counting

statistics. Studies of the pulse-pair asymmetries for various beam currents and raster sizes were

performed, at a lowerQ2 and thus at a higher scattering rate. Figure?? shows the standard

deviation of the pulse-pair asymmetries, extrapolated to full current values, for various beam
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currents and raster sizes. A significant increase over pure counting statistics, indicating local

boiling effects, was observed only for the combination of a small raster (1.0 mm) size and large

beam current (94µA). During the experiment we used larger raster sizes for which there was

negligible boiling noise.

2.6 Data Selection

Loose requirements were imposed on beam quality, removing periods of beam intensity, po-

sition, or energy instability, removing about 25% of the total data sample. No spin-direction-

dependent cuts were applied. The dominant source of noise due to the beam arose from fluctu-

ations in the beam current and beam energy.

As explained in detail in (8, 23, 24), the window-to-window differences in the asymmetry

from beam jitter were reduced by using the correlations to beam position differences from

precision beam position monitors,∆xi by defining a correctionAbeam =
∑

ci∆xi. Theci were

measured several times each hour from calibration data where the beam was modulated using

steering coils and an accelerating cavity. The largestci was for208Pb and was on the order of

50 ppb/nm. The spread in the resultingAm
n = Araw − Abeam was observed to be dominated by

counting statistics.

2.7 Pedestals and Linearity

The signals produced by the beam monitors and the detectors ideally are proportional to the

actual rates in those devices. In reality, however, these signals can deviate from linearity over

the full dynamic range and in general do not extrapolate to a zero pedestal.

To study the linearity of the detectors and cavity monitors,we compared them to an Unser

monitor (25), a parametric current transformer which can be used as an absolute reference

of current. For our purposes the Unser monitor’s advantage is its excellent linearity at low
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currents which allows us to obtain the cavity monitor pedestals. However, the fluctuations in

the Unser monitor’s pedestals, which drift significantly ona time scale of several minutes, and

the ordinarily small range of beam currents limited the precision of such comparisons during

production data taking. Instead, we use calibration data inwhich the beam current is ramped up

and down from zero to more than 50µA. One cycle takes about a minute. The result is that for

any given beam current we have about sixty samples spread over a half hour run. This breaks

any random correlation between Unser pedestal fluctuationsand beam current and converts the

Unser pedestal systematic to a random error.

In order to study linearity, we make scatterplots of one signal versus another and fit each

scatterplot to a straight line, using only events where24 µA < I1 < 34 µA, a range in which

exploratory fits suggested everything was fairly linear. Wethen examine the residuals between

the scatterplots and the fits, relative to the signal size corresponding to about 32µA, over the

full range of beam current.

Figures 7 to 8 show the results as a function ofI1. In Fig. 7 we see the behavior of the two

cavity monitors relative to the Unser monitor. Both show deviations from linearity below about

14µA and above about 47µA, though the high-current problem forI1 is not as clear-cut as for

I2 and the nonlinearities are at worst about 1% of the signal.

In Fig. 8 we see residuals for fits of the two detector signals versusI1. The nonlinear

behavior at low current is due mainly to the cavity monitors.From 32µA to over 50µA the

detectors are linear to well under 0.2%.

We may conclude that the detectors and cavity monitors are linear to well within the required

tolerances.

Detector pedestals were measured by averaging the detectorsignals during times when the

beam is off. The resulting pedestals were always less than 0.3% of the signal corresponding to

the lowest stable beam current in the production data set, and typically less than 0.06%; these
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Figure 7: (Color online) (top) Residuals from fit of BCM1 to Unser data, as a fraction of the
BCM1 pulse height at 32µA, versus beam current. (bottom) Same for fit of BCM2 to Unser.
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Figure 8: (Color online) (top) Residuals from fit of detector1 to BCM1 data, as a fraction of
the detector 1 pulse height at 32µA, versus beam current. (bottom) Same for fit of detector 2 to
BCM1.
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pedestals are negligible.

The cavity monitor pedestals cannot be measured this way, since the cavity signals are mean-

ingless when the beam is off. Instead, we fitI1(2) to IU in the calibration data and extrapolate

to zero current. Such an extrapolation requires knowledge of the average Unser pedestal, which

is obtained from the beam-off data in the same run. The resulting pedestals are less than 2% of

the signal corresponding to the lowest stable beam current in the production data set.

In conclusion, no corrections for pedestals or nonlinearities needed to be applied. The

nonlinearities of the detectors and cavity monitors were negligible over the dynamic range of

the beam current we ran. The pedestals for detectors and cavity monitors were negligible.

2.8 Systematic Fluctuations and Beam Corrections

In this section we consider possible corrections from the helicity-correlations in the beam.

If one considers the cumulative corrected asymmetryAcorr
d over many window pairs, one

can write

Acorr
d ≡ 〈(Acorr

d )i〉 =
〈(

∆D

2D

)

i

〉
−
〈(

∆I

2I

)

i

〉
−
∑

j

βj 〈(∆Mj)i〉

= AD − AI −
∑

j

AMj . (18)

For most of the running conditions during data collection,Acorr
d ≃ AD ≃ 10 ppm, which

meant that all corrections were negligible. The cumulativeaverage forAI was maintained below

0.1 ppm. ForAMj , the cumulative averages were found to be below 0.1 ppm during the run.

This resulted from the fact that the accelerator damped out position fluctuations produced at the

source by a large factor (6).

Adjustments of the circular polarization of the laser beam was required to reduce the differ-

ences to about 0.1µm. This resulted in observed position differences on targetranging from 10
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nm to 100 nm, which in turn resulted inAMj in the range from 0.1 to 1 ppm. During the run, the

control of the asymmetry corrections within the required limits was accomplished with feed-

back on the laser and electron beam properties in order to maintain small helicity correlations;

these methods are discussed in Ref. (6).

The averaged asymmetries and corrections due to the beams are shown in table 2.8.

Left Kine 1 Left Kine 2 Right Kine 2
Araw 78.43 ± 2.68 140.48 ± 10.43 140.56 ± 6.58
Adit 78.44 ± 2.68 140.29 ± 10.43 140.53 ± 6.58

Correction 0.01 ± 0.10 −0.19 ± 0.25 −0.03 ± 0.03

The uncertainties of the corrections in table 2.8 are estimated by .... what method ... as

shown in table 2.8.

Monitor Left Kine 1 Left Kine 2 Right Kine 2
Correction (ppm) Correction (ppm) Correction (ppm)

4AX 0.025 0.141 0.018
4AY 0.058 0.137 0.001
4BX 0.025 0.131 0.023
4BY 0.066 0.072 0.006
12x 0.002 0.008 0.002
Total 0.095 0.247 0.030

2.9 Background Analysis

numbers awaiting inputs:

• pion and electron asymmetry results from wide triggers;

The above results will affect the pion asymmetry (correctedfor electron contamination),

which further affect 1) the uncertainty in the main results due to pion contamination, and

2) evaluation of positron results;
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• Run-average deadtime correction for unblinding - Diancheng

2.9.1 Charged Pion Background

Charged pions are produced from decays of nucleon resonances created by electron scattering

off nucleon or nuclear targets. For the pions to have the samemomentum as DIS electrons,

the parent nucleon resonance production must occur at a lower Q2 than DIS events, causing a

smaller parity violation asymmetry than DIS electrons. This has been confirmed by the asym-

metry of the pion triggers measured during the experiment. Furthermore, the high particle

identification performance of the customized DAQ limited the pion contamination in the elec-

tron trigger to thef = 2 × 10−4 level or below (9). Due to the small contamination, effect of

the pions was considered a dilution and no correction to the measurement electron was made.

The total systematic uncertainty on the electron DIS asymmetry due to pion contamination and

pion asymmetry is:

∆A =

√√√√(∆f)2 +

(

f
|Aπ| + ∆Aπ

Ae

)2

(19)

wheref is the event fraction of the electron trigger that is from pions,Aπ is the measured pion

asymmetry with∆Aπ its uncertainty, andAe is the measured electron asymmetry. The term

|Aπ|+ ∆Aπ corresponds to how much the pion asymmetry differs from zero. Results forf and

its error bars are presented in Ref. (9). Extraction of the pion asymmetry from the pion trigger

asymmetry is described below. The measured electron asymmetries before any corrections is

made are78.4 and140.5 ppm forQ2 = 1.1 and1.9 GeV2, respectively.

pion asymmetry measurement

PID performance of both electron and pion triggers of the DAQwas reported in Ref. (9). To

properly extract pion asymmetries from the trigger, one must properly account for the effect of

electron contamination. Because electron contamination in the pion triggers,fe/π, was relatively

high and the electron asymmetries are larger than those of pions, corrections were applied to
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Table 1: Pion asymmetry results and total uncertainty on electron asymmetry due to pion back-
ground.

HRS Left Left Right
Q2 (GeV/c)2 1.1 1.9 1.9

narrow path
rawAπ (ppm) −45.79 ± 7.98(stat.) −14.00 ± 14.89(stat.) −9.51 ± 4.22(stat.)

fe/π 0.2738 ± 0.0563(total) 0.0320 ± 0.0034(total) 0.0097 ± 0.0012(total)
correctedAπ (ppm) −36.86 ± 10.35(total) −9.95 ± 15.38(total) −8.24 ± 4.26(total)
correctedAπ (ppm) (tot.) (tot.) (tot.)
Ae measured (ppm) 78.4 140.5 140.5

fπ/e (1.61 ± 0.23) × 10−4 (2.20 ± 0.29) × 10−4 (1.99 ± 0.24) × 10−4

∆A
A

0.0000925 0.0000490 0.0000296
∆A
A

wide path
rawAπ (ppm) (stat.) (stat.) (stat.)

fe/π 0.2246 ± 0.0541(total) 0.02672± 0.00343(total) 0.008537 ± 0.00128(total)
correctedAπ (ppm) (tot.) (tot.) (tot.)
Ae measured (ppm) 78.4(?) 140.5(?) 140.5(?)

fπ/e (1.00 ± 0.20) × 10−4 (1.83 ± 0.26) × 10−4 (1.59 ± 0.22) × 10−4

∆A
A

the (raw) asymmetries extracted from the pion triggers using

Acorrected
π =

Araw
π − fe/πAe

1 − fe/π

, (20)

whereAe is the electron asymmetry provided from the electron triggers.

electron asymmetry uncertainty due to pion contamination

Results for the pion contamination in electron triggersfπ/e and the electron contamination in

pion triggersfe/π and their total uncertainties are shown in Table 1. These results were reported

in Ref. (9). Also shown are the the raw and the corrected pion asymmetries, and the total

uncertainty on the electron asymmetry due to pion contamination as calculated from Eq. 19.
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Table 2: Positron asymmetry results.

HRS Left Right
Q2 (GeV/c)2 1.1 1.9

rawAe+ (ppm), narrow 723.2 ± 1154.7(stat.) 1216.0 ± 1304.5(stat.)
rawAe+ (ppm), wide 742.4 ± 1151.5(stat.) 1199.0 ± 1304.5(stat.)

2.9.2 Pair Production Background

Pair production background comes from nucleon resonance productions where the resonance

decays intoπ0’s, then through pion decayπ0 → e+e−. The pair production from Bremsstrahlung

photons is highly forward-peaked and is not significant for the kinematics proposed here. One

therefore expect the pair production background to have an asymmetry that is comparable to the

charged pion asymmetry reported above. This background wasstudied during the experiment

by reversing the spectrometer polarity, allowing detection of the positron alone in theπ0 decay.

The main focus of such positive polarity runs (or “positron runs”) is to precisely determine the

fractional contribution from pair production to the main electron trigger,fe+/e−. Due to the rel-

ative low rate of positron events, this ratio can be extracted from the regular DAQ of which the

PID performance and rate determination were well understood. Asymmetry of positrons was

recorded, although due to the very low rate of positrons the uncertainty of such asymmetry mea-

surement is large. Results for the asymmetry extracted frompositive polarity runs (using the

electron triggers of the DAQ, which are now effectively positron triggers) are shown in Table 2.

Note that there is a largeπ+ contamination in the positron trigger but there was not enough data

to correct thisπ+ background.

Because the statistical uncertainties of the positron asymmetry results are large, we relied

on the fact thatπ0 must have similar asymmetry asπ−. We assume theπ0 asymmetry to be

no larger than twice the value ofπ− asymmetry and estimate the uncertainty in the electron
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Table 3: Results for positron contaminationfe+/e− and total uncertainty on electron asymmetry
due to pair production background. The errors shown forfe+/e− are statistical only, and a 10%
systematic uncertainty was used in the evaluation of∆A

A
.

HRS Left Left Right
Q2 (GeV/c)2 1.1 1.9 1.9

fe+/e− (2.504 ± 0.007) × 10−4 (5.154 ± 0.001) × 10−3 (4.804 ± 0.001) × 10−3

∆A
A

2.504 × 10−5 ◦ +??? 5.154 × 10−4 ◦ +??? 4.804 × 10−4 ◦ +???

asymmetry due to positron background as:

∆A =

√√√√(∆fe+/e−

)2
+
(
fe+/e−

∆Ae+

Ae

)2

, (21)

where∆Ae+ describes how muchAe+ differs from zero and the value2(|Aπ| + ∆Aπ) was

used. Results forfe+/e− and their statistical errors are shown in Table 3, and a10% systematic

uncertainty is used for∆fe+/e− to account for possible error in positron identification from the

highπ+ background in the rate evaluation. Results for the electronasymmetry uncertainty due

to pair production background are also shown in Table 3.

2.9.3 Target EndCap Correction

Electrons scattered off the target aluminum endcaps cannotbe separated from those scattered

off the liquid deutrium. Fortunately events from target endcaps also belong to deep inelastic

scattering and one expect the DIS formula for asymmetries (refer to equation in “formalism”)

to work for aluminum as well. Since Al is not an isoscalar nucleus, the Al PVDIS asymmetry

differs from the deuterium and a correction must be made. Possible deviations forAAl to differ

from the DIS formula is the nuclear effect similar to the EMC effect of the unpolarized, parity-

conserving structure functionsF1,2, but one does not expect such effect to cause more then 20%

difference toAAl and this assumption will be used in the uncertainty estimation.

The fractional event rate from the aluminum endcaps,fAl/D, is assumed to be equal to the

ratio of the endcap to liquid deuterium thickness,ηAl/D. This is based on the assumption that the
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DIS cross section from Al is the same as that from D2. Using current data on the EMC effect,

the difference in DIS cross sections between Al and LD2 indeed should be very small since

the EMC ratio crosses unity betweenx = 0.2 and0.3, exactly where data were taken during

this experiment. The target used for this experiment had entrance and exit endcaps measured

to be0.126 ± 0.011 ± 0.003 mm and0.100 ± 0.008 ± 0.003 mm respectively, with the first

error bar from the standard deviation of multiple measurements at difference positions on the

endcap, and the second error from calibration of the instrument. The ratioηAl/D is evaluated

to beηAl/D = (0.126 + 0.100) mm×2.7 g/cm3)/(20 cm×0.167 g/cm3) = 1.827% with a total

error of 0.115%.

The correction to the electron PVDIS asymmetry is applied as

Acorrected = Ameasured(1 + δAl), with δAl = −(ηAl/D)
AAl − AD

AD
. (22)

The DIS formalism was used to evaluate the Al PVDIS asymmetryas:

AAl =
13Apσp + 14Anσn

13σp + 14σn
, (23)

whereσp(n) is the DIS cross section off the proton (neutron) as calculated from structure func-

tion fits andAp(n) is the PVDIS asymmetry off the proton (neutron):

Ap =

(

−3GFQ2

2
√

2πα

)
Y1 [2C1u(u

+ + c+) − C1d(d
+ + s+)] + Y3 [2C2u(u

−) − C2d(d
−)]

4(u+ + c+) + (d+ + s+)
(24)

An =

(

−3GFQ2

2
√

2πα

)
Y1 [2C1u(d

+ + c+) − C1d(u
+ + s+)] + Y3 [2C2u(u

−) − C2d(d
−)]

4(d+ + c+) + (u+ + s+)
(25)

with u± ≡ u ± ū, d± ≡ d ± d̄, s+ ≡ s + s̄ andc+ ≡ c + c̄.

The total uncertainty due to target endcaps, assuming an up to 10% difference in the Al vs.

D2 PVDIS asymmetry, is approximately

∆A

A
=

√(
∆ηAl/D

)2
+
(
(10%)ηAl/D

)2
(26)
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Table 4: Correction applied to the measured asymmetry to account for the target aluminum
endcaps.

Q2 (GeV/c)2 1.1 1.9
(AAl − AD)/AD 0.005670 0.007268

δAl −1.036 × 10−4 −1.328 × 10−4

∆A
A

0.001827 0.001827

where the second term dominates. Results for the endcap correctionδAl and the uncertainty on

the corrected electron asymmetry are given in Table 4.

Events were also taken on a thick, “dummy” target consists oftwo thick aluminum endcaps

the thickness approximately 10 times that of the liquid deuterium cell. The thickness was chosen

such that the total radiation length of the dummy target matches that of the liquid D2 target.

However, due to limited beam time, the asymmetry uncertainty collected from the aluminum

dummy target was not precise enough to reduce the systematicuncertainty due to target endcaps.

2.9.4 Transverse Asymmetry Background

Transverse asymmetry background describes the effect of the electron beam spin polarized in

the direction perpendicular (normal) to the scattering plane defined by the momentum vectors of

the incident and the scattered electrons~ke and~k′

e. This beam normal asymmetry is parity violat-

ing but differs from the PVDIS asymmetry caused by the longitudinal polarization of the beam,

thus must be treated as a background of the measurement. Calculations at the pure partonic

level show that this asymmetry is at the 0.5 ppm level at the kinematics of this experiment, but

mechanism beyond the parton level can enhance the asymmetryby 1-2 orders of magnitude (26)

latest email 10/29/2012). Contribution from the beam normal asymmetryAn to the measured

asymmetry can be expressed as

δA = (An)~S · k̂n with ~kn ≡ k̂e × k̂′

e and k̂n = ~kn/|~kn| , (27)
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Figure 9: Kinematics of the transverse asymmetry background. The incident and the scattered
electrons’ momenta are~ke and~k′

e, and ~SV,H,L denote respectively the incident electron’s spin
polarization components in the vertical, horizontal, and longitudinal directions. The central
scattering angle of the spectrometer isθ0 and the scattered electron’s momentum has an out-of-
plane angle denoted byθtr.

ke

SL

SH

SV

k’e

θ0

θtr

were ~S is the beam polarization vector. Denotingθ0 the central scattering angle of the spec-

trometer andθtr the average out-of-scattering-plane angle of the spectrometer acceptance as

defined in Fig. 9, one haŝke = (0, 0, 1) and k̂′

e = (sin θ0 cos θtr, sin θ0 sin θtr, cos θ0) , giving

~kn = (− sin θ0 sin θtr, sin θ0 cos θtr, 0) andk̂n = (− sin θtr, cos θtr, 0), thus

δA = An [−SH sin θtr + SV cos θtr] (28)

whereSV , SH andSL are respectively the electron’s spin polarization components in the verti-

cal, horizontal, and longitudinal directions. The value ofθtr was determined from the simula-

tion and was found to be less than 0.01 rad. Since the beam spinduring production runs was

controlled toSH < 20%Pb andSV < 2%Pb wherePb is the beam polarization, theSV term

dominates the effect on the measured asymmetry.

During the experiment, the size of the beam transverse asymmetry was measured dur-

ing dedicated “transverse runs” where the beam was fully polarized in the vertical direction,

SH = SL ≈ 0 andSV = P T
b whereP T

b is the beam polarization during the transverse asymme-

try measurement. The measurement thus provides the valueAm
n = AnP

T
b . Since the maximum

beam polarization is the same for production and transverseasymmetry running, and the hor-
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Table 5: Results from the dedicated beam transverse asymmetry measurements and estimation
of the total uncertainty on the PVDIS electron asymmetry dueto beam transverse polarization.

HRS Left Right
Q2 (GeV/c)2 1.1 1.9

Am
n (ppm, narrow) −24.15 ± 15.05 23.49 ± 44.91
Am

n (ppm, wide) −24.66 ± 15.01 24.60 ± 44.90
Am

e (ppm) 78.4 −140.5
∆A
A

0.014195 0.00717

izontal component of the beam spinSH is no more than 20% during the production runs, the

longitudinal beam polarization during production running, SL, cannot differ fromP T
b by more

than1 −
√

1 − (20%)2 = 1.01%. The total uncertainty in the PVDIS electron asymmetry can

be estimated using

∆A

A
=

(|Am
n | + ∆Am

n )

Am
e

√
[S2

V + (1.01%)2] = 0.0224
δAm

n

Am
e

(29)

whereδAm
n describes how muchAn could differ from zero and is taken to be∆Am

n if the

measured asymmetry is consistent with zero and(|Am
n |+∆Am

n ) otherwise;Am
e is the measured

PVDIS electron asymmetry.

Results for the beam transverse asymmetry measurements areshown in Table 5 along with

the total uncertainty on the electron PVDIS asymmetry results duto beam transverse polariza-

tions.

Total error previously quoted: 0.34%, 0.56% (a factor ofsin θ0 was used which suppressed

the effect).

2.9.5 Target Purity, Density Fluctuation and Other False Asymmetries

the following is copied from the proposal and must be revised.
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The liquid deuterium used contains (27) 1889 ppm HD,< 100 ppm H2, 4.4 ppm N2, 0.7 ppm

O2, 1.5 ppm CO ,< 1 ppm methane and0.9 ppm CO2. Since most of these are isoscalar nuclei,

the only non-negligible effect on the measured asymmetry comes from the proton in HD. The

proton asymmetry is given by Eq. 24 which is within±10% (??? check) of the asymmetry of

the deuteron, the proton in HD therefore contribute an uncertainty of less than∆A/A < 0.02%

uncertainty to the measured asymmetry.

2.10 Rescattering Background

the following is copied from the proposal and must be revised.

The rescattering of high-energy electrons or pions from thewalls of the spectrometer cre-

ates a potential source of background for the proposed measurement. This “rescattering” back-

ground, which is typically rejected using a combination of tracking and particle identification in

low-rate experiments without difficulty, must be treated carefully in this high-rate measurement

due to the limited information available in each event.

The magnitude of this effect will be combination of the probability for products of this

scattering in the spectrometer to reach the detectors and how far their kinematics (Q2, x) differ

from the PVDIS events.

Rescattering probability has been studied by the previous HAPPEX II experiments in Hall A

(HAPPEX-H: E99-115 and HAPPEX-He: E00-114) (6). The method used includes a series of

dedicated elastic scattering measurements with a hydrogentarget, with the spectrometer tuned

to place the hydrogen elastic peak at various points inside the spectrometer. The detected rate

was used to estimate the “rescattering probability”: the probability that an electron, interacting

at a given point in the spectrometer, produces a count in the production DAQ. In those measure-

ments, the rescattering probability was found to be around 1% for momenta near to the central
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momenta (within a few percent ofδp/p). This probability rapidly dropped to10−5 for inter-

actions with the spectrometer wall took place before the last spectrometer quadrupole element

(Q3).

Using the nominal momentum acceptance of the spectrometer,±4.5%, the rescattering

background just outside this range would have aQ2 about(4.5−5)% different from DIS events

that entered center of the spectrometer.

It is reasonable to expect that the detected rescattering signal in the proposed measurement

will also form a dilution at the few10−3 level. Factors that would argue for a larger contribu-

tion, such as the continuous DIS momentum distribution and the relatively open spectrometer

geometry, will be counteracted by the ability to exclude background through position, energy,

or PID information from the fast counting DAQ.

Overall, we expect that the total rescattering rate to be at most at a few×10−3 level. And

among these rescattered events, resonance electrons and pions will only consist a small fraction.

The rescattered DIS electrons may be the majority of these rescattering events but they have

very similar kinematics andQ2 to the primary measurement thus will only introduce a very

small dilution. Therefore we expect the total uncertainty due to the rescattered background to

be in the10−4 range.

2.11 Calibration of the HRS Optics

In this section the procedure for calibrating the scattering momentum, angle, and event position

is described in details. An overview of the Hall A coordinatesystems is presented first. Note

that that a reference to an angular coordinate in this section should always be taken as the

tangent of the corresponding angle.
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Figure 10: Hall coordinate system (top view)

2.11.1 Hall Coordinate system (HCS)

The origin of the HCS is defined by the intersection of the electron beam and the vertical

symmetry axis of the target system. Directionẑ is along the beam line and points to the beam

dump,ŷ is vertically up and̂x is to the right facing the beam (See Figure10).

2.11.2 Target Coordinate System (TCS)

Each of the HRS is bundled with its own TCS. The central ray vertically passing through the

center of sieve collimator away from target defines theztg axis of the TCS for a given spec-

trometer. Thêytg is pointing to the right and̂xtg is vertically down facing the central ray. In the

ideal case where the spectrometer is pointing directly at the hall center and the sieve slit is per-

fectly centered on the spectrometer, the TCS has the same origin as HCS. However it typically

deviates from HCS center byDy andDx in horizontal and vertical directions in TCS. And these

shifts are given by survay. The distance of midpoint of the collimator from the TCS origin is

defined to be a constantL for the spectrometer. The out-of-plane angle (θtg) ang the in-plane

angle (φtg) are given bydxsieve/L anddysieve/L (See Fig. 11).
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Figure 11: Target coordinate system (top and side views).

2.11.3 Detector Coordinate System (DCS)

The interaction of wire 184 of the VDC1 U1 plane and the perpendicular projection of wire 184

in the VDC V1 plane onto the VDC U1 plane defines the origin of the DCS.ẑ is perpendicular

to the VDC planes pointing vertically up,̂x is along the long sysmmetry axis of lower VDC

pointing away from the hall center (See Fig. 12).

2.11.4 Transport coordinate System (TRCS)

The TRCS at the focal plane is generated by rotating the DCS clockwise around itsy-axis by

45 degrees. It’s typically used as a mediate stage from DCS tothe FCS which will be described

in next section. Ideally, thêz of the TRCS coincides with the central ray of the spectrometer

(See Fig. 13).
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Figure 12: Detector coordinate system (top and side views).

Figure 13: Transport coordinate system.
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2.11.5 VCD Timing Calibration

The typical drift time spectrum of a wire plane is shown in theFig. 14 where the drift times of

all the wires in a plane are plotted in terms of TDC channels.

Figure 14: A drift-time Spectrum of a VDC plane.

The TDCs were operated in common-stop mode and hence the large TDC values correspond

to the short dirft times. The various regions in the specturmcan be understood as follows:

• Region A:This is a region that corresponds to the particles having larger trajectory angles

and hence are further away from the drift cell around the sense wires.

• Region B: This region has all the field lines parallel and hence the drift velocity of the

electrons is constant.

• Region C: In this region, the field lines begin to change from parallel to quasi-radial

closer to the sense wires and as a result, the probability of detecting a particle begins to

increase.

• Region D: This region corresponds to a region very close to the sense wires where the

drift velocity of the electrons increases drastically and probability of detecting a particle

is maximal. In order to compare and use the drift time spectrafrom all the wires in a
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plane, a reference timingT0 for all the wires had to be defined so that the various timing

offsets due to variable cable lengths and signal processingtimes for different wires could

be eliminated. The calibration procedure, thus, involved the determination ofT0 for each

wire in the plane and matching each of them to one common reference point.T0 for each

wire was determined by differentiating the region of short drift times around channel

1800 numerically and looking for the maximum slope. Once themaximum slope was

calculated, it was extrapolated to the channel axis and the point of intersection of the

extrapolation and the axis was determined as shown in Fig.14. Each of the four planes in

the two VDCs was calibrated and the referenceT0 was determined. This corresponds to 0

ns in the corrected timing spectrum. Figure 15 shows the drift-time specturm of the VDC

U1 plane before and afterT0 timing calibration.
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Figure 15: Drift-time spectrum of VDC U1 plane before (left)and after (right)T0 timing cali-
bration.

2.11.6 Beam Position Calibration

The beam position is reconstructed through a linear transformation of the rater current using

offests and scaling coefficients obtained from the BPMs’ position distributions and the raster’s
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current distribution. There are two BPMs upstream of the target used to determine the beam’s

position. When using a rastered beam, however, the BPMs are too slow to measure the event-

by-event position. The current in the raster magnets can be used directly to calculate the beam

deflection and beam position. Using the raster current to determine the beam position requires

beam position calibration from raster current. The procedure for the calibration is as following:

1. Calculate the raster current to beam position transformation coefficients. The relation

between the current in the raster and the beam deflection/position depends on beam energy and

beam tuning. Therefore the raster current to beam position calibration must be checked for all

data. The transformation coefficients are found using the script get raster coeff.C. The script

works as follows:

• Get the mean and rms values of the distribution of the rastered beam’s position using the

BPMs (e.g. urb.BPMA.x)

• Get the mean and rms values of the distribution of the currentin the raster (e.g. rb.Raster.rawcur.x)

• Perform calculations to obtain scaling and offset coefficients. Calculations are of the

form:

bpm offset x = 〈bpm x〉 + 〈raster current x〉 × σbpm,x

σraster current
(30)

2. Create new beam db.dat files for each run as needed with raster block adjusted accord-

ingly.

3. Replay the coda run again and check the calibration. One can perform the check using

the script calib.C. This script plots the beam position as determined by the BPMs with the beam

position as determined by the raster current. If properly calibrated, they should both have the

same mean and RMS values.

4. Fig.16 and Fig.17 shows the results of beam position reconstruction before and after
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BPM calibration respectively. The blue line is the beam position as determined by the BPMs,

and the red line is the beam position as determined by the raster current.
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Figure 16: Beam position reconstruction before BPM calibration. The blue line is the beam
position determined by the BPMs, and the red line is the beam position determined by the raster
current.

2.11.7 General Approach

The optics of the HRS describes the transportation of charged particle from the target side to

tracking detector, vertical drift chamber and the optics reconstruction describes the inverted

optics transportation property of the magnet, i.e., using the tracking information at the detector

side and beam location to reconstruct the momentum and vertex of the scattered particle at

the target side. The optics reconstruction for the Left HRS is parameterized using a set of

polynomial expansions. The polynomial coefficients are also known as the optics matrix. The
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Figure 17: Beam position reconstruction after BPM calibration.The blue line is the beam po-
sition determined by the BPMs, and the red line is the beam position determined by the raster
current.
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optics calibration for PVDIS will be discussed in this section, and result will be presented in

next section.

The goal of this study is to calibrate the reconstruction of the following HRS optics vari-

ables, which describes the particle trajectory at the target interaction point:

• θtg and φtg, the tangent of the vertical and horizontal angles relativeto the HRS central

line.

• Ytg and Zreact, are the horizontal track position in the target coordinatesystem and the

vertex position along the ideal beam direction, repectvely. They are directly related geo-

metrically as in Fig. 11.

A new optimization routine was established for general HRS optics calibrations. This new code

features:

• To ensure the code reproduce exact the same optics reconstruction as the analyzer, the

subroutine is converted from the optics reconstruction subroutine THaVDC in the stan-

dard ANALYZER. This subroutine is called for thousands of times during the optimiza-

tion and the coefficients for the optics reconstruction (i.e., optics matrix) are gradually

adjusted to minimize the square error defined in Eq.31.

• Minimization routine is based on the MINUIT2 numerical software package.

• Automatically visualize results after optimization.

• Multiple self-consistency checks, including checks on thearray size limits, on the input

file formats and on the internal results.
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2.11.8 Calibration Procedure

The optics calibration requires data sets for which the optics variables are known at both the

vertex and detector locations. The optics matrix was obtained by minimizing

χ2 =
∑

(reconstructed target variable − nominal target variable from survey)2 (31)

Two calibration data sets were taken during the experiment.Each of them provided a cali-

ration for one or two of the target variables. Each target variable was fitted independently.

1. Vertex calibration used DIS scattering data on the multi-carbon foil target. All recon-

structed foil vertex peaks were aligned to their actual positions as shown in Fig. 18.

2. The Angular calibration : Each optics event corresponded to a specific carbon foil and

one of the holes in the sieve slit, whose location was surveyed during the experiment.

Therefore the actual angle of the vertex trajectory was known for each event. The vertical

(θtg) and horizontal (φtg) tangent angles were independently fit. The final reconstructed

sieve-slit plate is shown in Fig. 18 for Left-arm DIS#1 kinematics configuration. Two of

the sieve holes are larger than the rest to allow identifyingthe center and orientation of

the sieve, and the corresponding reconstructed larger holes in Fig. 18 have more statistics

than the surrounding holes. The sieve-slip plate is larger than the acceptance of the HRS

so that the full acceptance can be calibrated. At the edge foils (e.g., the most upstream

foils #0 and downstrem foil#5), the HRS acceptance is very limited for DIS#2 kinematics

configuration as shown in Figs. 20 and 21.

2.11.9 Optics Runlist Summary

In PVDIS experiment, there are seven kinematics settings intotal, namely DIS#1, Left-arm

DIS#2, Right-arm DIS#2, Res#3, Res#4, Res#5 and Res#7. We conducted optics calibration
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runs on each of these seven kinematics settings. Table 6 listed all the optics calibration runs

with corresponding run information.

2.11.10 Result

The vertex and angle calibration results for all seven kinematic settings are shown as following.

Detailed discussion about the reconstruction uncertaintyis discussed in next section.

Figure 18: Vertex reconstruction of left kinematics 1.

2.11.11 Q2 Uncertainties

Optics calibration contributes toQ2 uncertainties in the following ways:

• δ(= dp/p) affect E’ directly. With calibrations such as water target at one-pass, it can

reach±1 × 10−4level of accuracy. Due to HRS dipoles are very stable and highly re-

producidble, it is safe to quote±5 × 10−4as accuracy if there is no calibration carried

out.
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Date Description Run#(L/R) Raster Sieve Magnet
(GeV)

Angle
(◦) (L/R)

Beam
Energy
(GeV)

11/07/09 survey available 25303/4832 on out 3.66(L)/
2.63(R)

12.9(L)/
20(R)

6.067

DIS 1,2 25304/4833 off out
25311/4856 on out
25333/4858 off out
25334/4859 off out
25605/5159 on out

12/10/09 survery available 26128/5640 off out 2.63(L)/
2.63(R)

20(L)/
20(R)

6.067

DIS2 26129/5641 on out
26130/5642 off out
26131/5643 on out

12/18/09 Res 3(L) Res5(R) 26332/5836 off out 4/3.66/
4/3.66(L)/
3.1(R)

12.9(L)/
12.9(R)

4.8673

Magnet Mistuned 26333/4837 on out
26334/5838 on in
26335/5839 off in

12/19/09 Res 3(L) Res 5(R) 26386/5876 off out 3.66(L)/
3.1(R)

12.9(L)/
12.9(R)

4.8673

26387/5877 on out
26389/5878 on in
26390/5879 off in

Res 7(L) 26395/5884 on out 3.66/3.349/
3.66/3.349(L)

12.9(L)/
12.9(R)

4.8673

Magnet Mistuned 26396/5885 off out
26397/5886 off in
26398/5887 on in

Res 4(L), Res 5(R) 26402/5891 off out 3.55(L)/
3.1(R)

12.9(L)/
12.9(R)

4.8673

26408/5897 on out
26409/5898 on in
26410/5899 off in

Table 6: Optics Run Summary
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Figure 19: Sieve reconstruction of left kinematics 1.

Figure 20: Vertex reconstruction of left kinematics 2.
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Figure 21: Vertex reconstruction of right kinematics 2.

Figure 22: Vertex reconstruction of resonance kinematics 3.
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Figure 23: Sieve reconstruction of resonance kinematics 3.

52



Figure 24: Vertex reconstruction of resonance kinematics 4.

• vertex (Ytg) optimization affect scattering angle. We make the following asumptions to

estimateQ2 uncertainties due to vertex optimization.

1. Pointing offset “D” with survey: error is±0.5mm.

2. “D” derived from data (such as for PVDIS 2nd 12.9 degree setting of LHRS): if a good

Ytg optimization is done and the only thing changed is spectrometer pointing, which can

be clearly derived from data, the error would be±0.5mm, i.e. the same as that from

survey.

3. target position: The uncertainty of target position is expected to be within a few mm of

zero in reactZ. Typical quoted uncertainty is±2.5mm.

4. “Goodness” ofYtg optimization: we use the biggest discrepency between reconstructed
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Figure 25: Sieve reconstruction of resonance kinematics 4.

Figure 26: Vertex reconstruction of resonance kinematics 5.
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Figure 27: Vertex reconstruction of resonance kinematics 7.
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Figure 28: Sieve reconstruction of resonance kinematics 7.
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positions and expected position among all five carbon foils peaks as the upper limit of its

uncertainty onYtg optimization.

5. The total uncertainty on the scattering angle is the uncertainty of “D” and that of target

position contributed inYtg added in quadrature, then divided by 1.12m (drift distance

between the target center and the HRS entrance).

• angle (θtg and φtg) optimization directly affect scattering angle. The following assump-

tions about uncertainty estimation are made.

1. uncertainties on offsets from survey are±0.5mm for both horizontal and vertical.

2. If there were no work done on the sieve plate (such as takingit off and putting it back on

Q1), the vertical position is reproducible to±0.5mm. The horizontal position is repro-

ducible to±0.1mm.

3. Discrepancy between observed hole positions and the expected positions is set as±0.1mm,

if no obvious difference is seen after good angle calibrations.

4. The total uncertainty on the scattering angle is the uncertainty of sieve hole position divide

by 1.12m (drift distance between the target center and the HRS entrance).

5. In right HRS run, there is no sieve slit data available. Hence, we use HAPPEX optics

database. An additional±0.5mrad uncertainty is added on uncertainty.This is the change

that we see on left arm angle calibration between using HAPPEX database and PVDIS

database.

With above assumptions, we can calculate theQ2 uncertainties due to the current optimized

optics database, which forms the table below for all kinematics settings.
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LHRS RHRS

Kinematics DIS#1 DIS#2 Res#3 Res#4 Res#7 DIS#2 Res#5
Angleθ 12.9 20 12.9 12.9 12.9 20 12.9
E’ 3.66 2.63 4.0/3.66/4.0/3.66 3.66 3.66/3.349.3.66/3.349 2.63 3.1
HRS angle survey Y Y N N N Y N
Carbon multi foil data Y Y Y Y Y Y Y
D (from survey)(mm) 0.5 0.5 0.5
D(from data)(mm) 0.5 0.5 0.5 0.5
reactZ from ytarg opti-
mization(mm)

0.3 0.4 2 0.3 1.4 0.7 1.1

reactZ from target posi-
tion(mm)

2.5 2.5 2.5 2.5 2.5 2.5 2.5

sin(θ) term, to be used
for reactZ

0.22 0.34 0.22 0.22 0.22 0.34 0.22

sieve survey N N N N N N N
sieve data Y Y Y
sieve horizontal posi-
tion, absolute (mm)

0.51 0.51 0.51 0.51 0.51 0.51 0.51

sieve horizontal posi-
tion, calibration results
(mm)

0.1 0.1 0.1 0.1 0.1 0.1 0.1

horizontal angle
using HAPPEX
database(mrad)

0.5 0.5

Total angle uncer-
tainty(mrad), using
1.12m d.d

0.812 1.003 0.900 0.812 0.855 1.134 0.976

Total angle uncertainty,
relative(%)

0.361 0.287 0.400 0.361 0.380 0.325 0.434

Total Q2 uncer-
tainty(%)

0.722 0.575 0.800 0.722 0.760 0.650 0.868

Table 7: PVDIS Q2 Uncertainty
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2.12 Reconstruction ofQ2 and x (HAMC)

The four-momentum transfer squared is

Q2 = 2E E ′ (1 − cos(θ)) (32)

whereE is the incident energy,E ′ is the final momentum or energy of the electron (E ′ ≫ me)

andθ is the scattering angle.

For the beam energy we used the Tiefenbach energy (need to explain this) of ??? GeV

and assumed a 3 MeV (???) average energy loss to the center of the target which is applied

this as a correction to the beam energy. The error in the beam energyE andE ′ are assumed

conservatively to be 3 MeV based on a history of these measurements in Hall A. The most

important error is inθ ...

Perhaps need a table of errors.

A simulation package called “HAMC” (Hall A Monte Carlo) was used to simulate the events

and the spectrometer acceptance. In HAMC, events are generated using a physics class that has

information about the cross section and asymmetry. The tracks are generated uniformly in solid

angle dΩ = sin(θ)dθdφ and the results later weighted by the differential cross section dσ
dΩ

.

The simulated tracks undergo multiple scattering in the target and energy loss from the target

from external and internal Brehmstrahlung as well as ionization loss,

The generated four-vectors are transported to the detectorin the HRS focal plane using a

set of polynomials that model the trajectories of electronsthrough the magnetic fields. The

beam raster is simulated, which produces a smearing of the beam on target. The events are

transported to intermediate apertures such as the collimator or the entrance to quadrupoles.

Events that reach the HRS focal plane and intersect the detectors are integrated to compute the

total rate and average asymmetry.

The acceptance of the HRS is generally defined by combining the openning geometry of
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the intermediate apertures, the norminal settings of whichis documented in Ref. (14). In real

experiment, however, the edge of the opennings are not well defined, as events falling on the

edge may correspond to electrons scattering from the aperture’s material. Therefore, the real

acceptance can be different from the norminal settings.We furtherly fine-tune the HRS accep-

tance of the simulation in the following way: taking the target variables of good events from

data as the starting point, we use the same transport function as in “hamc” to transport these

data four-vectors to different apertures, and then read offthe edges of the data patern as the real

geometry to define the acceptance. This process is illustrated in Fig. 29.

After the acceptance fine-tuning, the quality of “hamc” is checked by the comparison be-

tween simulation results and data on the target variables and kinematics variables. Fig. 30

(Fig. 31) show such comparisons for Left (Right) HRS. The simulation agrees well with data.

2.13 Electromagnetic Radiative Correction

Electrons undergo radiative energy loss such as internal and external Bremsstrahlung and ion-

ization loss, both before and after the scattering. This causes a difference between the kine-

matics of what we measure at the detector and what really happens at the interaction vertex.

Therefore, the measured asymmetry is different from the non-radiated Born asymmetry that we

will use for the extraction ofC2 couplings. A radiative correction factor must then be applied

to the measured asymmetry, which is calculated as:

f =
A(< Q2

det >, < x2
det >)

< A(Q2
vx, x

2
vx) >

(33)

whereA(< Q2
det >, < x2

det >) is the asymmetry evaluated at the single kinematics point of

meanQ2 andx measured by the detector, and< A(Q2
vx, x

2
vx) > is the averaged asymmetry for

all events hitting acceptance, calculated using the vertexkinematicsQ2
vx andx2

vx.

The radiative correction is performed under the framework of HAMC, where radiative ef-

fects are already built in following the treatments first described by Mo & Tsai (28). The
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Figure 29: HAMC acceptance tuning. Plotted are thex andy cordinates of data events trans-
ported to different apertures. Black lines are the geometryshapes determined according to the
data plots, which will be used as acceptance cuts in “hamc”.
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Figure 30: Comparison between HAMC and data for Left HRS kinematics #1.
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Figure 31: Comparison between HAMC and data for Right HRS kinematics #2.
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detailed proccedure is described below:

For each event, one starts from the (fixed) beam energyE and a randomly selected scattering

angleθ and momentum of the scattered electronE ′, whereE ′ is the scattered momentum at the

vertex (referred to asE ′

v hereafter) butE is not associated with the vertex. The energy loss of

incoming and outgoing electronsδE andδE ′ are then calculated using the formula given on

page 5-7 of Ref. (29), which includes external bremstralung, internal bremstralung (effective

radiator formula), and ionization loss. Then the incoming electron’s energy at the vertex is

calculated asEv = E− δE and the final momentum of the scattered electron isE ′

d = E ′− δE ′.

If θ andE ′

d falls within the spectrometer acceptance, the cross section and the PV asymmetry

are calculated using the vertex valuesEv andE ′

v and are stored. Figure 32 illustrates these

definitions:

Figure 32: Kinematics used in HAMC to correct the energy lossof incoming and outgoing
electrons.

The vertex kinematics(Q2, W ) calculated using(Ev, θ, E
′

v) is shown in Fig. 33. As one

can see, an event could fall into one of the following categories: e −2 H elastic, quasi-elastic,

nucleon resonance, and DIS:

1. Fore−2H elastic, we use code “deutelastic” from E. Beise (SAMPLE collaboration) (30):

• Cross section is based on parameterization ofA andB by J. Ball (31).
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Figure 33: Vertex kinematics range of the two DIS kinematics#1 (left) and #2 (right)

• Asymmetry is based on simple model that compares well to calculation of S. Pol-

lock (32).

• Form factors in the deuteron code are using the J. Kelly parameterization of the

nucleon form factors, which worked better for the backward angle measurement of

the SAMPLE experiment (30).

• The code gives the deuteron elastic PV asymmetry in the form of a0 + a2G
s
M where

GM is taken to be zero in our calculation.

2. For quasi-elastic:

• Cross section is calculated using the usual elastic formulafor the neutron and the

proton, then smeared by the smearing algorithm of P. Bosted (extracted from source

code of the fit).

• Asymmetry fore − p elastic is calculated using the HAPPEX formula (embeded in
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HAMC);

• Asymmetry fore − n elastic is calculated using the same HAPPEX formula as the

proton but with the neutron form factors;

• Currently the average ofe − p ande − n asymmetries is taken as the quasi-elastic

asymmetry. This will be corrected when we are ready for another round of HAMC

simulations.

3. For nucleon resonances (W < 2):

• Cross section is based on P. Bosted’s fits (33);

• Asymmetries are calculated from three models: two “theoretical models” from H.

Lee (34) and M. Gorshteyn (35), respectively, and one “toy model” where we used

Ares = σres

σdis
Adis whereAdis is calculated from the DIS formula (see below),σdis is

from ??? (NMC fit or also Bosted fit?-XZ), andσres is from P. Bosted’s fit (33);

• The two theoretical models have higher preccedence than the“toy model”. Only

when the theoretical models don’t apply is the “toy model” used.

4. For DIS (W > 2):

• The cross section is calculated using Bosted’s fits (33);

• The PVDIS asymmetry is calculated using Eqs. (36-38), MSTW2008 NLO (or

NNLO) 3-flavor PDFs and quark-parton model formula Eqs. (42), (45), (46), and

(47). ForR in Eq. (42) again Bosted’s fit is used. This is the same prescription as

described in the next section for theC2q extraction.

Comments:
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The radiative correction is performed under the framework of HAMC, where radiative ef-

fects are already built in following the treatments first described by Mo & Tsai (28). Special

input to HAMC to customize for this experiment is the information about cross section and

asymmetry. Fig ??? shows the vertex kinematics range of events within acceptance. Due to

radiation energy loss, a significant fraction of events withlower Q2 andW would leak into

the detector’s acceptance. These events may come from all kinds of kinematics regions, in-

cluding Elastic, Quasi-Elastic and Resonances. Therefore, a complete set of models for cross

section and asymmetry calculation, covering the whole kinematics range, are implemented as

following:

• Cross section is calculated using the fit over global data from Christy & Bosted [Ref ???],

which covers all regions.

• Asymmetries are calculated using different models for different regions:

– Elastic asymmetry is calculated using ??? (Citing Elizabeth Beise, private comm.

or simply SAMPLE?)

– Quasi Elastic asymmetry is calculated as:

Ad =
Apσp + Anσn

σp + σn
(34)

whereσp(σn) is the proton(neutron) elastic cross section, andAp(An) is the pro-

ton(neutron) PVES asymmetry calculated following the standard treatment as G0

[Ref.???] and HAPPEX (6).

– Resonance: Two theoretical calculations from different theorists are used. One is

from M. Gorchtein (35). The model cover the whole resonance region upto DIS.

Another is from Matusi, Sato and Lee (34). The model is only valid for∆-resonance
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uptoW = 1.4(GeV/c). For higherW , a simple “toy model” that scales the DIS

asymmetry by cross section is used:

Ares = ADIS × σres

σDIS
(35)

– DIS asymmetry is calculated according to Eq. 36, with the parton distribution func-

tions obtained from PDF fits provided by the MRST and the CTEQ groups.

Due to the lack of existing measurements of the parity violating asymmetry in the resonance

region, the correctness of the theoretical models we used for resonance is not well justified.

To better constrain the uncertainty of these models, we tookfour measurements of resonance

kinematics during the experiment. The kinematics coveragewere carefully selected so that they

could be used for radiative corrections of both DIS kinematics, as shown in Fig. 34 . Table 8

shows the detailed settings together with the measured asymmetry results.
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Figure 34: Kinematics coverage of the four resonance measurements, together with the DIS
kinematics plotted in black contours.

Comments:
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Table 8: Summary of E08-011 Kinematics and Preliminary Asymmetry Results for resonance
measurements. TheQ2 andW values are calculated from the central spectrometer settings and
we will provide the acceptance- and cross-section average values. We have not corrected the
effect of electron energy losses but will do so for the publication. Systematic uncertainties are
being analyzed too.

Setting RES 3 RES 4 RES 5 RES 7
Beam energyE0 (GeV) 4.8674 4.8674 4.8674 6.0674
Centralθ0 12.9◦ 12.9◦ 12.9◦ 15.0◦

CentralE ′

0(GeV) 4.0 3.55 3.10 3.66
CentralQ2 (GeV/c)2 0.983 0.872 0.762 1.513
CentralW (GeV/c2) 1.235 1.575 1.853 1.971
〈Q2〉(GeV/c)2

〈W 〉 (GeV)
Ares

PV (measured, ppm) −66.26 −73.4 −60.9 −118.8
Stat. Error (ppm) 7.77 6.9 5.15 16.9

As a check on the theoretical models we used for the resonance, we compare the hamc-

calculated asymmetriesAhamc with mesurement resultsAres
PV for these resonance kinematics.

TheAhamc is shown in Table 9. Comparing Table 9 and Table 8, the agreement is general

good except for RES #3. The difference betweenAhamc andAres
PV , or the statistical uncertainty

of Ares
PV , whichever larger, determines the systematic uncertaintyof the theoretical-model cal-

culation of the corresponding kinematics region, which is then used for error estimation of the

radiative correction factor.

Model RES 3 RES 4 RES 5 RES 7

H. Lee
Ahamc (ppm) −82.61 −65.0 −59.1 −117.1

Syst. Error (rel.) 19% 13% 8.7% 14%

M.Gorshteyn
Ahamc −83.13 −68.2 −61.9 −120.8

Syst. Error 20% 10% 8.3% 14%

Table 9: Asymmetries calculated by HAMC for the resonance kinematics using different theo-
retical models.
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The radiative correction factorf obtained from the above procedure is shown in Table 10,

together with the systematic uncertainties. The physics inputs to “hamc”, the cross-sections and

the asymmetry models are all quite precise as confirmed by world data, except for the theoretical

models used for resonance asymmetry calculation. Therefore, the systematic uncertainty of

f comes mainly from the resonance events contribution. We furtherly divide the resonance

region into the following sub-regions accroding the resonance data we took, and estimate the

uncertainty thusly:

• W 2 < 1.96: RES 3 locates in this region. This is also where H. Lee’s model is valid. The

systematic error of RES 3 (19%) is applied to events in this region.

• W 2 < 3.0: RES 4 locates in this region, and its systematic error (13%) is applied to

events in this region.

• W 2 > 3.0: Both RES 5 and RES 7 locate in this region. The combined systematic error

of the two (7.3%) is applied to events in this region.

We choose the results obtained from H. Lee’s model to apply toto our DIS data, and use M.

Gorshteyn’s model as a cross check.

DIS Model A(< Q2
det >, < x2

det >) < A(Q2
vx, x

2
vx) > f ∆f/f

ppm ppm %

#1
H. Lee −88.6 −86.8 1.021 2.0

M. Gorshteyn −88.6 −87.8 1.009 0.43

#2
H. Lee −159.6 −156.6 1.019

M. Gorshteyn −159.6 −156.7 1.019

Table 10: Radiative Correction Factors.
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3 Extraction of Quark Axial Charge 2C2u − C2d

3.1 Formalism and Structure Functions

As shown in Eq.xx, the asymmetry can be written as...

The PV asymmetry of electron deep inelastic scattering (DIS) off a nuclear target is

ADIS
PV = − GFQ2

4
√

2πα

[

2ge
AY1(y)

F γZ
1

F γ
1

+ ge
V Y3(y)

F γZ
3

F γ
1

]

= − GFQ2

4
√

2πα
[a1(x)Y1(y) + a3(x)Y3(y)] , (36)

whereGF is the Fermi constant,α is the fine structure constant,x is the Bjorken scaling vari-

able,y = ν/E is the fractional energy loss of the electron withE the incident electron energy.

With r2 = 1 + Q2

ν2 andRγ,γZ the ratio of the longitudinal and transverse virtual photonelectro-

magnetic absorption and theγ − Z0 interference cross sections, respectively:

Y1 =

[
1 + RγZ

1 + Rγ

]
1 + (1 − y)2 − y2

[
1 − r2

1+RγZ

]
− xy M

E

1 + (1 − y)2 − y2
[
1 − r2

1+Rγ

]
− xy M

E

(37)

and

Y3 =

[
r2

1 + Rγ

]
1 − (1 − y)2

1 + (1 − y)2 − y2
[
1 − r2

1+Rγ

]
− xy M

E

. (38)

To a good approximation one hasRγ ≈ RγZ andY1(y) ≈ 1.

Thea1,3 terms are related to theF1,3 structure functions as

a1(x) = 2ge
A

F γZ
1

F γ
1

, (39)

a3(x) = ge
V

F γZ
3

F γ
1

. (40)

However, since the convention of most parameterizations isto fit the structure functionF2 and

R simultaneously to cross section data, it is more appropriate to useF2 which are related toF1

as:

F2 =
2xF1(1 + R)

r2
(41)

70



or

F1 =
r2F2

2x(1 + R) .
(42)

In the extraction ofC1,2 one must evaluate all structure functions from world parameterizations

of cross section data, which can be done at the QCD LO, NLO, or higher orders. But the

simple quark parton model (QPM) provides a simple and more intuitive view for the structure

functions: In the QPM these can be constructed from parton distribution functions (PDF)qi(x)

andq̄i(x):

F γ
1 (x) =

1

2

∑
Q2

i [qi(x) + q̄i(x)] , (43)

F γZ
1 (x) =

∑
Qig

i
V [q(x) + q̄i(x)] , (44)

F γZ
3 (x) = 2

∑
Qig

i
A [qi(x) − q̄i(x)] , (45)

F γ
2 (x) = 2xF γ

1 (x) = x
∑

Q2
i [qi(x) + q̄i(x)] (46)

F γZ
2 (x) = 2xF γZ

1 (x) = 2x
∑

Qig
i
V [qi(x) + q̄i(x)] (47)

where the summation is over the quark flavori = u, d, s · · ·, Qi is the corresponding quark

electric charge, andR is assumed to be zero in the QPM. Definingq±i (x) ≡ qi(x) ± q̄i(x), one

has

a1(x) = 2

∑
C1iQiq

+
i (x)

∑
Q2

i q
+
i (x)

, (48)

a3(x) = 2

∑
C2iQiq

−

i (x)
∑

Q2
i q

+
i (x)

, (49)

For an isoscalar target such as the deuteron, neglecting effects from heavier quark flavors and

assuming the isospin symmetry thatup = dn, dp = un [u, dp(n) are the up and down quark PDF

in the proton (neutron)],s = s̄, andc = c̄, the functionsa1,3(x) simplify to

a1(x) =
6 [2C1u(1 + Rc) − C1d(1 + Rs)]

5 + Rs + 4Rc
, (50)

a3(x) =
6 (2C2u − C2d) Rv

5 + Rs + 4Rc

, (51)
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whereRc ≡ [2(c + c̄)]/(u + ū + d + d̄), Rs ≡ [2(s + s̄)]/(u + ū + d + d̄) and RV ≡

(u − ū + d − d̄)/(u + ū + d + d̄).

To estimate the uncertainty due to structure function parameterizations, it is useful to eval-

uate the value ofa1,3 assuming that the nucleon is simply made of valenceu andd quarks. For

the deuteron this results inu+ = d+ = u− = d−, s = c = 0, which lead to the expressions in

PDG2012 (36):

a1(x) =
6

5
(2C1u − C1d) , (52)

a3(x) =
6

5
(2C2u − C2d) , (53)

i.e., no structure function or parton distribution function is involved. These will be referred to

as the “no structure” values hereafter. Values ofa1,3 using different PDF fits are presented in

Sec. 3.3 and the difference from these no-structure values will be used to estimate the maximal

uncertainty due to structure functions.

3.2 Radiative Corrections

In this section the effect of higher order Feynman diagrams will be discussed. This includes the

“running” of all coupling constants involved due to vacuum polarizaton or loop diagrams, as

well as the effect of the box diagrams of two-boson exchanges. The internal corrections such as

vertex corrections and internal bremstralung, as well as external corrections due to the energy

loss of incoming and outgoing electrons were discussed in section ??? and will not be included

here.

3.2.1 Running of all coupling constants

1. TheαEM is evaluated at our measuredQ2 from αEM |Q2=0 = 1/137.036 (36).This takes

into account purely EM vacuum polarization, which cannot becorrected otherwise.
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2. The Fermi constant isGF = 1.1663787(6)× 10−5 GeV−2 (36).

3. The value ofsin2 θW and its running does not go directly into the asymmetry calculation;

4. TheCu,d
1,2 are evaluated at our measuredQ2 in theMS scheme using a fixed Higgs mass

MH = 124.5 GeV and the rest of the parameters determined by the global fit(37).This

calculation includes the “charge radius effect” and a preliminary estimate of the interfer-

ence betweenγ-exchange andγZ box.

• K. Kumar commented it seems to include all EW RC, plus a preliminary estimation

of the interference betweenγ-exchange andγZ box.

• Minor tweaks might need to be done for theγ − (γZ) term.

The exact values are shown below. The definition of all parameters can be found in

PDG2012, and their values can be compared to Table 10.2 of PDG2012 (36) which de-

fines them atQ2 = 0 and is more valid for lower energies (such as Atomic PV) than

PVDIS.

5. Interference betweenZ-exchange andγγ box is NOT calculated anywhere, although it is

estimated to be the same order as theγ − (γZ) interference.

6. Effects of theγγ box, which should go into the denominator of Eq. (36) (AndreiA.,

hep-ph/0502128), is NOT calculated anywhere.

7. Additional EM radiative corrections, such as vertex and (some?) loop corrections still

need to be studied, see next section.
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Table 11: Values ofC1,2q calculated at our measuredQ2 values using the best fit of the Higgs
massmH = 102 GeV.

Q2 (GeV/c)2 1.901 1.085
ρ′ 0.9891 0.9891
ρ 1.0007 1.0007
κ′ 0.9943 0.9958
κ 1.0298 1.0298
λ′ −1.8 × 10−5 −1.8 × 10−5

λ2u -0.0110 -0.0104
λ2d 0.0006 0.0008
C1u -0.1913 -0.1908
C1d 0.3429 0.3427
C2u -0.0388 -0.0382
C2d 0.0284 0.0280
2C1u − C1d -0.7255 -0.7244
2C2u − C2d -0.1061 -0.1045

3.2.2 Box corrections

In the one-boson exchange (OBE) picture, the parity-violating asymmetryA0
PV is proportional

to the interference betweenγ andZ exchange amplitudes:

A0
PV =

σ+ − σ−

σ+ + σ−
≈ 2Re(M∗

γ MZ

|Mγ|2
, (54)

where only the parity-violating part ofMZ is retained.

The correction to the PV cross section arising from theγγ andγZ two-boson exchange

(TBE) contributions can be obtained from Eq. 54 by the replacements

Mγ → Mγ + Mγγ , (55)

MZ → MZ + MγZ + MZγ . (56)

There are thee types of corrections arising from the interference of the OBE (γ or Z) and TBE

(γγ or γZ) amplitudes (the so-called box diagrams), which we will denote asγ(γZ), Z(γγ),
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and γ(γγ). The first is an electroweak correction whereas the last two are electromagnetic

corrections. These corrections can be identified as

δγ(γZ) =
2Re(M∗

γMγZ + M∗

γMZγ

2Re(M∗
γMZ

, (57)

δZ(γγ) =
2Re(M∗

ZMγγ

2Re(M∗
ZMγ)

, (58)

δγ(γγ) =
2Re(M∗

γMγγ)

|Mγ|2
. (59)

The correction to the Born-level PV asymmetryA0
PV can be represented as

APV = (1 + δbox)A
0
PV ≡

(
1 + δZ(γγ) + δγ(γZ)

1 + δγ(γγ)

)

A0
PV , (60)

whereAPV is the full asymmetry including TBE corrections. Since the electromagnetic TBE

correctionδγ(γγ) is typically only a few percent, the full correctionδbox can be written approxi-

mately as

δbox ≈ δZ(γγ) + δγ(γZ) − δγ(γγ) . (61)

There is a great deal of cancellation among these three terms, in particular for the vector part

of theZ-nucleon coupling, which is related to theγ-nucleon coupling by an isospin rotation.

There are also infra-red (IR) divergences that cancel exactly.

The soft-photon exchange contribution toδbox, which contains the IR divergences, can be

separated out from the hard photon exchange contribution which is relevant for DIS kinemat-

ics. The soft photon contribution involves the nucleon as a whole. This is the usual Mo-Tsai

correction that is independent of nucleon structure. Therefore only the hard photon contribu-

tion needs to be considered. ForQ2 in the range1 − 2 GeV2, the hard photon contribution of

the TPE correctionδγ(γγ) for scattering from the weighted sum of incoherent quarks2u + d is

positive, and of order0− 2%, depending on the specific kinematics. The totalδbox for the same

incoherent sum is positive and of order0 − 1%.
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3.3 Extracting C2q

To extract2C2u −C2d from the measured asymmetry, we first calculate theF γZ
1 contribution of

Eq. (36) assuming the standard model values forC1q, then subtract it from the measured asym-

metry to obtain the measuredF γZ
3 contribution. The measuredF γZ

3 contribution is compared

with the calculated value to obtain2C2u − C2d. During this procedure both the QED and the

electroweak radiative corrections must be properly taken into account as described in the pre-

vious section. The non-perturbative QCD effect which was not accounted for in the structure

function calculations is not included here, but will be discussed in the next section.

The inputs to the calculations of theF γZ
1 andF γZ

3 contributions to Eq. (36) are described

below:

1. Calculation of structure functions based on “PDF combined with QPM”: For the struc-

ture functions in Eqs. (48-49) the best evaluation is performed at the QCD NLO or N2LO

level. However, except for the CTEQ/JLab (“CJ”) fit, which isNLO, almost all parame-

terizations available do not provide calculation for theZ−exchange orγ−Z interference

termsF γZ
1,3 . The CJ fit, on the other hand, does not apply toQ2 below1.7 (GeV/c)2 and

would not work for the measuredQ2 = 1.085 (GeV/c)2 data. Therefore the simple par-

ton model, Eqs. (45-47) are used to construct structure functions. The PDF fits used in

this “PDF-QPM combination” include CTEQ10 (38, 39) and MSTW2008 (40, 41), and

results at theQ2 = 1.901 (GeV/c)2 are compared with the full NLO CJ fit to study the

sensitivity to the PDF used.

2. Once values forF γ
2 andF γZ

2 are obtained, Eq. (42) is used to calculateF γ
1 andF γZ

1 where

the latest experimental fit ofR (33) is used.

3. Effect of possible difference betweenRγZ andRγ were studied (42) : To account for

a shift of 1 ppm in the asymmetry, 7.7% and 4.5% differences betweenRγZ andRγ are
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needed, forQ2 = 1.085 and1.901 (GeV/c2), respectively. This uncertainty is not included

in the current calculation for the asymmetry shown in Table 12.

4. Once the appropriatea1 anda3 terms for the asymmetry are evaluated, we compare them

to our measured asymmetry and extractC2q as:

[2C2u − C2d] (measured) = [2C2u − C2d]
SM value × Ameasured

PV − Acalculated
a1term

Acalculated
a3term

(62)

Table 12 summarizes our calculation of the SM value for the asymmetry.

Table 12: Comparison of asymmetry calculation using different structure functions. The value
for αEM(Q2) (run from1/137.036 atQ2 = 0) andCu,d

1,2 (Q2) are also shown.

〈Q2〉 = 1.085, 〈x〉 = 0.241 〈Q2〉 = 1.901, 〈x〉 = 0.295
Physical couplings

αEM(Q2) 1/134.45 1/134.20
Cu

1 , Cd
1 -0.19059, 0.34257 -0.1913, 0.3429

2C1u − C1d -0.72375 -0.7255
Cu

2 , Cd
2 -0.03827, 0.02802 -0.0388, 0.0284

2Cd
2 − Cd

2 -0.10456 -0.1060

A(a1), A(a3) terms in ppm
“no structure” -83.21, -5.57 -145.77, -14.56
CTEQ/JLab (CJ) full fit NA -147.86, -13.60
“PDF+QPM” MSTW2008 LO -83.75, -4.598 -146.71,-13.10
“PDF+QPM” MSTW2008 NLO -84.39, -4.735 -147.22,-13.39
“PDF+QPM” MSTW2008 NNLO -84.41, -4.774 -147.17,-13.48

As one can see from the table above, the MSTW 2008 NLO PDF combined with QPM gives

the closest values to the full CJ fit atQ2 = 1.901 (GeV/c)2. In order to utilize the measured

asymmetries at bothQ2 = 1.085 and1.901 (GeV/c)2, the MSTW NLO combined with QPM

values will be used.

Our final result on2C2u − C2d, extracted from theQ2 = 1.901 (GeV/c)2 asymmetry data,

is

2C2u − C2d = xxx ± 0.052(tota) (63)
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(cite stat, syst, model separately!) this is to be compared with the Standard Model prediction

−0.1060 at thisQ2 or the current PDG2012 best estimate... ± 0.24. To compare with previous

world data, the first PVDIS data from SLAC should be re-analyzed on a equal footing, i.e., an

extraction of2C2u −C2d with the value of the quark weak vector charge term2C1u −C1d fixed

to the SM. The reanalysis of the SLAC data gives(2C2u − C2d)SLAC = −0.17 ± 0.30.

To allow extraction of2C2u−C2d from bothQ2 points, the higher twist effect must be taken

into account properly. This is discussed in the next sectionand a simultaneous fit to the higher

twist effect and2C2u − C2d will be performed.

3.4 The Higher Twist Effect and a Simultaneous Fit to the Higher Twist
CoefficientβHT and 2C2u − C2d

The higher twist effects refer to the interaction between quarks inside the nucleon at lowQ2,

where renormalization of the QCD coupling breaks down. At a relative lowQ2 but not low

enough for the effective QCD coupling to diverge, the highertwist effects introduce a1/Q2-

dependence to the structure functions in addition to theln Q2 perturbative QCD evolution. The

higher twist effects onRγ were estimated in Ref. (43) and the effect on the asymmetry is negli-

gible. Previous data on the higher twist effect of electroweak structure functionsF γZ
1,3 are scarse,

and the only data that can be directly applied toF γZ
3 here are from the neutrino structure func-

tion Hν
3 (43). If applying the observedHν

3 higher twistQ2 dependence toF 3γZ alone, one

expects the asymmetry to shift by+0.70 ppm and+1.2 ppm for the lower and the higherQ2

results, a less than1% effect. However, since the non-perturbative interaction between quarks

inside the nucleon should not depend on the boson (photon orZ0) exchanged between the quark

and the incident electron, one expects a large, if not complete, cancellation betweenF 1,3γZ and

F γ
1 , i.e. the numerator and the denominator of botha1 anda3 terms. The PVDIS asymmetry

should therefore have very small higher twist effect.
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The higher twist effect to PVDIS can be investigated througha simultaneous fit to the higher

twist coefficientβHT and2C2u − C2d. The antazi

APV = AEW
PV

(

1 +
βHT

(1 − x)3Q2

)

(64)

whereAEW
PV is the value calculated from Eq. 36 andβHT is the higher twist coefficient. Our

results are...

4 Summary
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