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Abstract

An experiment that measured the parity violating asymmietdeep inelastic scattering
was completed at the Thomas Jefferson National AcceleFataility in experimental Hall
A. From this asymmetry one can extract a combination of tlelqweak axial charge. To
achieve this, asymmetries at thg=* level need to be measured at event rates up to 500 kHz
and the high pion background typical to deep inelastic sgaty experiments needs to be
rejected efficiently. A specialized data acquisition (DA§Ystem with intrinsic particle
identification (PID) was successfully developed and usée: dion rejection achieved was
above(1.6 x 10%) : 1 with a higher than 91% electron efficiency throughout thesgixpent;
The systematic uncertainty in the measured asymmetry dDA@ deadtime was below
0.2%; And the statistical quality of the asymmetry meas@mnagrees with the Gaussian
distribution to over five orders of magnitudes. The DAQ sysie presented here with an
emphasis on its design scheme, the achieved PID performedredtime effect and the
capability of measuring small asymmetries.
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1 Introduction

The Parity Violating Deep Inelastic Scattering (PVDIS) esment E08-011 was
completed in December 2009 at the Thomas Jefferson Natkuotalerator Facil-
ity (JLab). The goal of this experiment [1,2] was to measuith Wigh precision
the parity violating asymmetry in deep inelastic scatigh a polarized electron
beam on an unpolarized liquid deuterium target. This asymyme sensitive to a
combination of the quark weak axial charg@,, — Cs4, WhereCy, = 2¢¢ g% with

¢ = u,d indicating an up or a down quarlg, is the electron vector coupling and
g% is the quark axial coupling to th&° boson.

For electron inclusive scattering from an unpolarized eégrthe electromagnetic
interaction is parity conserving and is insensitive to thendlip of the incom-

ing electron beam. Only the weak interaction violates paaitd causes a differ-
ence between the right- and the left-handed electron sicafteross-sectionsy

and o;. The dominant contribution to the parity violation asymmgetdpy, =

(cr —or)/(or + or), arises from the interference between electromagnetic and
weak interactions and is proportional to the four momentrangfer squared)?

for Q* < MZ%. The magnitude of the asymmetry is in the ordet@f* or 100 parts

per million (ppm) at)? = 1 (GeVi)?.

The PVDIS asymmetry from a deuterium target is

A v=1|— 296} —-l—g‘er) — | , 1
F < 4\/57()()( Al]iy 3117 ()

where@? is the negative of the four-momentum transfer squatédis the Fermi
weak coupling constanty is the fine structure constarit; andY; are kinematic
factors,r is the Bjorken scaling variable, adﬁfgz) are deuteron structure functions
that can be evaluated from the parton distribution functimd the quarkz® vector
and axial couplingg){; ,. From this asymmetry one can extract the quark weak
vector and axial charges, ,,, which can be written as

1 3. 1 :
Cru = 2959y = —3 + 1 sin Oy, Oy, = 2g59% = —3 + 2sin? Oy |

1
Ciy = 2929€l/ =373 sin? Oy, Coy = Zq@gff1 =5~ 2sin? Oy |
in the tree-level Standard Model withy, the weak mixing angle.

The goal of JLab E08-011 is to measure the PVDIS asymmetrigitistical pre-
cisions of 3% and 4% ap? = 1.1 and1.9 (GeVlk)?, respectively, and under the
assumption that hadronic physics corrections are smadixti@act the quark axial
weak charge combinatiq2Cs, — Csy). In addition, the systematic uncertainty goal
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is less thar3%. For this experiment, the expected asymmetries are 91 ahdfdré
respectively at the tw@)? values. To achieve the required precision, an event rate
capability of up t0500 kHz is needed.

The main challenge of deep inelastic scattering experisnesnthe separation of
scattered electrons from charged pion background in thetremeeter and detector
system. Charged pions are produced primarily from nuclesamance decays and
could carry a parity violation asymmetry correspondinghte ®* at which the
resonances are produced, typically a fraction of the asymynoé electrons with
the same scattered momentum. Assuming a fracfiarf the detected events are
7~ andl — f are electrons, the measured asymmetry is

Am:wa+(1_f)Aev (2)

whereA, is the desired electron scattering asymmetry dnds the asymmetry of
the pion background. To extradt to a high precision, one needs to either minimize
the pion contaminatiorf to a negligible level, or to correct the measured asymme-
try for the asymmetry of pions, which itself needs to be meas$yprecisely. For
the PVDIS experiment, the goal was to reath: 1073, Since the expected to
electron ratio varies betweém — 10) : 1, a10* pion rejection was needed.

The experiment used a 1@ electron beam with a polarization of approximately
90% and a 20-cm long liquid deuterium target. The two HighdRésn Spec-
trometers (HRS) [3] were used to detect scattered eventde\Wie standard HRS
detector package and data acquisition (DAQ) system rdytjmevide a10* pion
rejection with approximatel99% electron efficiency, they are based on full record-
ing of the detector signals and are limited to event rate®upkiHz [3]. This is not
sufficient for the high rates expected for the experimerte(HRS DAQ will be
referred to as “standard DAQ” hereafter.)

Most previous parity violation experiments— SAMPLE [4] aflTvBates, HAPPEX [5—
9], and PREX [10] at JLab — focused on elastic scattering fnoiciear or nucleon
targets that are typically not contaminated by inelastekigeounds. Signals from
the detectors can be integrated and a helicity dependertbe imtegrated signal
can be used to extract the physics asymmetry, and no piocticgjevas imple-
mented. An integrating DAQ was also used at the preceding|BVieasurement
at SLAC [11,12] in which approximately 2% of the integratéghsl was attributed
to pions. In the Mainz PVA4 experiment [13-15], particlegavdetected in a total
absorption calorimeter and integrated energy spectrunre@sded. Charged pi-
ons and other background were separated from electrong ioffiime analysis of
the energy spectrum, and the pion rejection is in the orddi06f1 based on the
characteristics of the calorimeter.

High performance particle identification can usually bdized in a counting-based
DAQ where each event is evaluated individually. In the GOegxpent [16—20] at
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JLab, a superconducting spectrometer Withazimuthal angle coverage was used
to detect elastically scattered protons at the forwardeangh elastic electrons at
the backward angle. At the forward angle, protons were ifledtusing time-of-
flight. At the backward angle, pions were rejected from etetd using an Aerogel
Cherenkov counter and a pion rejection factoi ®5 : 1 was reported. The dead-
time correction of the counting system was at the order ohggiercent.

While the PVDIS experiment can fully utilize existing specheters and detectors
at JLab, upon examining all existing techniques for PV messents it became
clear that a custom electronics and DAQ were needed to dah&osystematic
uncertainties due to data collection to below 1%. In thisgpaye describe a scaler-
based, cost effective counting DAQ which limited the piomteanination of the
data sample to a negligible level ¢f < 10~3. Basic information of the detector
package and the DAQ setup will be presented first, followedralysis focused on
electron detection efficiency, pion rejection, correctigiie to counting deadtime,
and the statistical quality of the asymmetry measurement.

2 Detector and DAQ Overview

The design goal of the DAQ is to record data up to 1 MHz with haek-based PID
and well measured and understood deadtime effects. Tloaviall detectors in the
HRS were used to characterize scattered particles: Twilktior planes provided

the main trigger, while a C{gas Cherenkov detector and a double-layer segmented
lead-glass detector provided particle identification infation. The vertical drift
chambers (as the tracking detector) were used during a#iblbrruns and turned

off during production data taking because they were not eegeto endure the
high event rates.

For the gas Cherenkov and the lead-glass detector, a foltdigxy of their output
ADC data is not feasible at the expected high rate. Insteaid $ignals are passed
through discriminators and logic units to form preliminatgctron and pion trig-
gers. Particle identification is fulfilled by the use of dis@inators for both the lead-
glass and the Cherenkov detectors and proper settings ioftinesholds. These
preliminary triggers are then combined with the scintdtariggers to form the fi-
nal electron and pion triggers, which are then sent to ssaterecord the event
counts and offline used to form asymmetriés= (ngr — n.)/(ng + nr), where
ng(r) Is the integrated rate of the triggers normalized to thegirated beam charge
for the righ{ R) and lef{ ) handed spin (helicity) states of the incident electron
beam. The scalers that count triggers and beam charge aggdted over the he-
licity period, which was flipped pseudo-randomly at 30 Hz fhex experimental
technique used by the HAPPEX experiments [9].

For HRS the two layers of the lead-glass detector are calpgdshower” and
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“shower” detectors, respectively. The preshower blockkéRight HRS (the spec-
trometer located to the right side of the beamline when vieaeng the beam
direction) hasi8 blocks arranged in @ x 24 array, with the longest dimension
of the blocks aligned perpendicular to the particle trajgctFor the two blocks
in each row, only the ends facing outward are read out by phuatbiplier tubes
(PMTs) and the other ends of the two blocks were facing edobrand not read
out. Therefore the preshower detector Hadutput channels. All preshower blocks
were individually wrapped to prevent light leak. The presbhoand the shower de-
tectors in the Left HRS are similar to the preshower detestothe Right HRS
except that for each detector there adeblocks arranged in @ x 17 array. The
shower detector in the Right HRS ha&lblocks arranged in &ax 15 array with the
longest dimension of the blocks aligned along the trajgabdiscattered particles.
PMTs are attached to each block of the Right shower detectane end only,
giving 75 output channels.

Because the lead-glass detectors in the Left and Right HRS aiferent, design
of the lead-glass-based triggers of the DAQ is also diffe@nshown in Fig. 1. As
a compromise between the amount of electronics needed amdtthin the front
end logic modules, the lead-glass blocks in both the preshend the shower de-
tectors were divided into 6 (8) groups for the Left (Right) SiRvith each group
consisting 8 blocks. On the Right HRS only 60 of the 75 shoverks were used
while the 15 blocks on the edge were not read out. The reduoticthe HRS ac-
ceptance due to not using these side blocks is negligild@a® from the 8 blocks
in each group were added using a custom-made analog summiingatled the
“*SUM8 module”, then passed to discriminators. The geomatiy the position of
each preshower group were carefully chosen to match those aforresponding
shower group to maximize electron detection efficiency. i@nlteft HRS adjacent
groups in both preshower and shower had overlapping bledkite for the Right
HRS only preshower blocks were overlapping. To allow oyeHdatween adjacent
groups, signals from preshower blocks on the Right HRS ad fsoth preshower
and shower blocks on the Left HRS were split into two idemtoogies using pas-
sive splitters.

A schematic diagram for the DAQ electronics for the Right HRShown in Fig. 2.

Preliminary electron and pion triggers were formed by pagshower (SS) and
preshower (PS) signals or their sums, called total show8) €ignals, through
discriminators with different thresholds. For electragders, logical ANDs of the
PS discriminator and the TS discriminator outputs were usedpion triggers, low
threshold discriminators on the TS signal alone were usaéjext background.
These preliminary triggers were then combined with sigfral® scintillators and
the gas Cherenkov (called electron or pion “VETO” signatsjdrm electron or
pion triggers for each shower and preshower group. Therele®ETO signals
required the gas Cherenkov to be triggered, while the piod @Eequired the
opposite. All six (eight) group electron or pion triggers thie Left (Right) HRS

were then ORed together to form the global electron or pimggér for the Left
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Fig. 1. [Color online] Grouping scheme (side-view) for the double-layer leaabgldetec-
tors for the Left and the Right HRS. Scattered particlesreahtedetector from the left. The
colored vertical bars represent the range of each group.

(Right) HRS. All group and the final electron and pion triggetere counted using
scalers. Because pions do not produce large enough lesslgi¢mals to trigger the
high threshold TS discriminators for the electron trigg@isns do not introduce
extra counting deadtime for the electron triggers.

In order to monitor the counting deadtime of the DAQ, two itiad paths of elec-
tronics were constructed. The only difference betweenwloepaths is in the dis-
criminator output width, set at 30 ns and 100 ns for the “nafrand the “wide”
paths, respectively. The scalers are rated for 250 MHz (#adtime) and therefore
do not add to the deadtime. In addition, since the outputwadi&ll logic modules
were set to 15 ns, the deadtime of the DAQ for each group is nkated by the
deadtime of the discriminators.

The SUM8 modules used for summing all lead-glass signatssasr/ed as fan-out
modules, providing exact copies of the input PMT signalsesEhcopies were sent
to the standard HRS DAQ for calibration. During the expenmeata were col-
lected at low rates using reduced beam currents with both€i&@ctioning, such
that a direct comparison of the two DAQs can be made. Thecatdrift chambers
were used during these low rate DAQ studies. Outputs fromistkriminators, sig-
nals from the scintillator and the gas Cherenkov, and atitede and pion group
and global triggers were sent to Fastbus TDCs (foTDC) ane werorded in the
standard DAQ. Data from these fbTDCs were used to align d@ugaispectrum
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Fig. 2. [Color onling] Electronics diagram for the Right HRS DAQ used by the PVDIS
experiment. The Sum8’s, discriminators and logic moduteswo groups are shown, as
well as the location of tagger signal inputs, setup of the @Eircuit using scintillator
(SC) and gas Cherenkov (GC) signals, the logic units for ¢oimg triggers from all eight
groups into final triggers, and the counting scalers. Ebeats for the Left HRS are similar
except for the grouping scheme.

and timing of all signals. They also allow the study of the @m&ov or lead-glass
detector performance for the new DAQ triggers.

Full sampling of partial analog signals were done usingh=lBBCs (FADCs) at

low rates intermittently during the experiment. For oneugron the left and one
group on the right HRS, the preshower and shower SUM8 outfhgsntermediate
logical signals of the DAQ, and the output electron and piyers were recorded.
These FADC data provided a study of pileup effects to confirendimulation and
to provide the input parameters for the simulation, spelficthe rise and fall

times of the signals and their widths.
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3 DAQ PID Performance

PID performance of the DAQ system was studied with calibratuns taken at low
beam currents using foTDC signals along with ADC data of atedtor signals
recorded by the standard DAQ. Events that triggered the DAQIdvappears as a
timing peak in the corresponding foTDC data of the standa@ @&nd a cut on this
peak can be used to select those events. Figure 3 shows giewer vs. shower
signals for group 2 on the Left HRS. A comparison between A®fb cut and with
cut on the fbTDC signal of the electron wide trigger from thisup clearly shows
the hardware PID cuts.

No TDC cut [ with TDC cut on electron wide triggerk

s_sh2_cut
1500. Entries 3088
Mean x 641
Meany 879.
RMS x 178.!
RMSy 166.2]

Entries

Mean x
Meany
RMS x L
RMS y : 1000~

Preshower
Preshower

500

L ! 1
00 500 1000 1500

Shower Shower

Fig. 3. [Color onling] Preshower vs. Shower ADC data (sum of 8 blocks each) formggou
on the Left HRS, without the fbTDC cut (left panel) and witht om the group 2 electron
wide trigger foTDC signal (right panel). It clearly showtthresholds on the preshower
and the total shower signals, indicating the DAQ is selgdiite correct events as electrons.

Left HRS electron efficiency, narrow path ‘ Left HRS pion rejection, narrow pa#h

1L 140
. 12¢-
100~
[ 80
05 60
L 40~
20—
[ o

0 o — v - 1 | | | 1

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1

Vertical hit position in preshower detector (m) Vertical hit position in preshower detector (I

Fig. 4. [Color online] Electron detection efficiency (left) and pion rejectiortiar (right)
vs. vertical (dispersive) hit position of the particle irethreshower detector for the narrow
electron triggers in the Left HRS. A one-hour run was usedhis ¢valuation. For electron
efficiencies, the total efficiency is shown by the red curvhilevblue shaded area indi-
cates events that are recorded by the two adjacent groupsavinage electron efficiency
achieved by the lead glass detector alone for this one-houisr(94.626 + 0.002)% and
the average pion rejection factor(i85.3 + 1.1) : 1. The error bars are statistical only. PID
performance for the wide path and the Right HRS are similar.

Electron efficiency and pion rejection factors of the ledasg detector on the Left
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HRS during a one-hour run are shown in Fig. 4 as functionselidbation of the hit
of the particle in the preshower detector. PID performamcthe Right HRS is sim-
ilar. Electron efficiency from wide groups are slightly hegtthan narrow groups
because there is less event loss due to timing mis-alignwigem taking the coinci-
dence between the preshower and the total shower disctionimatputs. Variations
in the electron efficiency across the spectrometer accepteffiectively influence
the kinematicQ?) of the measurement. For this reason, low-rate calibratida d
were taken daily during the experiment to monitor the DAQ BHEMformance and
corrections were applied to the asymmetry data.

The gas Cherenkov detector consists of 10 PMTs on both theabefthe Right
HRS. Signals from all 10 PMTs were summed in an analog-sunute@hd sent to
a discriminator. The discriminator output was sent to th&€XYAs shown in Fig. 2)
as well as fbTDCs. Figure 5 shows the Cherenkov ADC sum withveithout the

foTDC cut which clearly shows the capability of rejectingps.

10°

10

without foTDC cut
10°

107

/

10 with foTDC cut

1 | 1 1 1 1 1 1 1
0 1000

[
3000 4000

I 1
2000
Left HRS Gas Cherenkov ADC (sum of 10 PMTs)

Fig. 5. [Color onling] Cherenkov ADC data (sum of 10 PMTSs) for the Left HRS, with a
foTDC cut on the Cherenkov discriminator output (red) anthaut (black). The discrimi-
nator clearly selected electrons while rejecting pions.

The electron detection efficiency and pion rejection faat@raged throughout the
experiment are shown in Table 1 for different kinematics toidhe Left and the
Right HRS separately.

As described in the Introduction, pion contamination in éfectron trigger would
affect the measured electron asymmetrydas = (1 — f)A. + fA, whereA4,,
and A, are the measured and the true electron asymmetries, rieghect is the
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Table 1

Average electron detection efficiency and pion rejectiatdiaachieved through the lead
glass (LG) and the gas Cherenkov (GC) detectors, resphctared the combined perfor-
mance. The error bars are statistical only.

Electron Detection Efficiency

Q? = 1.1 (GeVi)? Q? = 1.9 (GeVi)?
HRS Left Left Right
LG (91.93 +0.04)% (94.50 4 0.06)% (94.36 4 0.04)%
GC (99.14 +0.02)% (99.03 4 0.03)% (98.19 4 0.06)%
combined (91.14 +0.04)% (93.58 + 0.06)% (92.65 + 0.07)%
Pion Rejection
Q? = 1.1(GeVi)? Q? = 1.1(GeVi)?
HRS Left Left Right
LG (101.5 £1.6) : 1 (78.940.9) : 1 (72.74+0.3) : 1
GC (158.6 £3.5) : 1 (301.2+£5.2) : 1 (414.3+£6.2) : 1
combined| [(1.61 £ 0.04) x 10%] : 1 | [(2.38 £ 0.05) x 10%] : 1 | [(3.01 £0.05) x 10%] : 1

pion contamination fraction in the electron trigger, atdis the parity violation
asymmetry of pion production. As shown in table 1, combinied pejection factor
from the lead-glass and the gas Cherenkov detectror wagabbthroughout the
experiment. The pion to electron rate ratios for the §@fovalues of this experiment
were less than 10:1, thys < 10/10* = 1073, Because pions are produced from
nucleon resonance decays, the parity violation asymmeépipa production is ex-
pected to be no larger than that of scattered electrons ivglséme momentum.
This was confirmed by asymmetries formed from pion triggensng) this experi-
ment. Overall the uncertainty in the electron asymmetrytdyson contamination
is less thari0~3 and is negligible compared to tBe- 4% statistical uncertainty.

4 DAQ Deadtime

Deadtime is the amount of time after an event during whichsfstem is unable
to record another event. ldentifying the exact value of thadtime is always a
challenge in counting experiments. By having a narrow andewiath, we can
observe the trend in the deadtime — the wider path shouldligher deadtime. By
matching the observed trend with our simulation we can beack and confirm
the simulation result of our deadtime. In addition, divgliead-glass blocks into
groups greatly reduces the deadtime loss in each group cechpmsumming all
blocks together and forming only one final trigger.

10
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To illustrate the importance of the deadtime, considerffesceon the asymmetry
A. For a simple system with only one contribution to the demdti, the observed
asymmetryA, is related the the true asymmetfyaccording tadp = (1—4§)A. In
this experiment was on the order of 0.02 (dependent on the rate). To achie¥e a 3
accuracy on the asymmetiymust be known with a 30% relative accuracy, so
that it becomes a negligible systematic error. The DAQ weéayepl was, however,
more complex, having the three contributions to the deagltas listed below and
shown in Fig. 2:

(1) The “group” deadtime: deadtime due to discriminatoidlagical AND mod-
ules used to form group triggers;

(2) The “veto” deadtime: deadtime from electronics thatduseintillator and
Cherenkov signals to form the “gate” signals which were serthe AND
module of each group to form group electron and pion triggers

(3) The “OR” deadtime: deadtime due to the logical OR modtiemvcombining
all group triggers.

The final deadtime is a combination of all three. In order taleste the DAQ
deadtime, a full-scale simulation was developed as folidwe analog signals for
preshower, shower, scintillator and gas Cherenkov asdeddry ADCs from low-
current runs are fed to the simulation as inputs. The sinmnaakes into account all
electronics and delay cables of the DAQ and calculate digitgputs from discrim-
inators, all AND and OR modules. For the preshower and sh@u#8 outputs,
FADC data were used to determine the signal width.

4.1 Group Deadtime Measurement

In order to study the group deadtime, a high rate pulser s{tgagger”) was mixed

with the Cherenkov and all preshower and total shower ssgmsing analog sum-
ming modules, see Figs. 2 and 6. In the absence of all detsigjoals, a tagger
pulse produces without loss an electron trigger output, afichgger-trigger co-
incidence” pulse between this output and the “delayed tédggéhe tagger itself

with an appropriate delay to account for the DAQ response.tWihen high-rate
detector signals are present, however, some of the tagtgesomrould not be able
to trigger the DAQ due to deadtime. The relative loss in tleetebn trigger output
w.r.t. the tagger input has two components:

(1) The countloss:,/R;: when a detector PMT signal precedes the tagger signal

by a time intervabt shorter than the DAQ deadtime but longer tha# ¢, the
tagger signal is lost and no coincidence output is formede kies the width

of the trigger output and, is the time interval the delayed tagger precedes

the tagger’s own trigger output, see Fig. 6. During the expentw was set

to 15 ns for all groups; was measured at the end of the experiment and was
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found to be between 20 and 40 ns.

(2) The pileup fractiom: when a PMT signal precedes the tagger signal by a time
intervalt shorter thanv + ¢, there would be coincidence output between the
delayed tagger and the electron output triggered by thetetEMT signal.

If furthermoredt is less than the DAQ deadtime (which is possible for this
experiment since the deadtime is expected to be as long assfodthe wide
path), the tagger itself is lost due to deadtime and the tagger coinci-
dence is a false count and should be subtracted. In the c&ds ghorter than

w +t; but longer than the DAQ deadtime (not possible for this expent but
could happen in general), the tagger itself also triggeeggdr-trigger coin-
cidence but in this case, there are two tagger-trigger ab@émce events, both
recorded by the foTDC if working in the multi-hit mode, andeois a false
count and should be subtracted.

The pileup effect can be measured using the delay betweaoniheidence
output and the input tagger. This is illustrated in Fig. 6 &m&l pileup effect
contributes to both; and I, regions of the foTDC spectrum. Fractions of
I, and I, relative tol, are expected to bé /I, = Rt; andl,/ly = Ruw,
respectively, wheré is the PMT signal rate. The pileup effect was measured
using fbTDC spectrum for electron narrow and wide triggersail groups.
Data for/, , extracted from foTDC agree very well with the expected value

The relative loss of tagger events due to DAQ deadtime isiatedl as

D=1- (1 _p)(Ro/Ri)v (3)

whereR; is the input tagger rate}, is the output tagger-trigger coincidence rate,
andp = (I, + I,)/I, is a correction factor for pileup effects as defined in Fig. 6.
Results for the deadtime logs are shown in Figs. 7 and 8, for group 4 on the left
HRS and group 4 on the right HRS, respectively, and are coadpaith simulation.
Different beam currents between 20 and 1@0were used in this dedicated dead-
time measurement. In order to reduce the statistical flictu@aused by limited
number of trials in the simulation within a realistic comipigt time, simulations
were done at higher rates than the actual measurement.

The slope of the tagger loss vs. event rate gives the valueonfpgdeadtime in
seconds, as shown in Figs. 7 and 8. One can see that the deé&aitithhe wide path
is approximately 100 ns as expected. The deadtime for thewagath, on the other
hand, is dominated by the input PMT signal width (typical3+80 ns) instead of
the 30-ns discriminator width. The simulated deadtime egery well with data
for both HRSs and for both wide and narrow paths.

12
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Fig. 6. [Color online] Top: schematic diagram for the tagger setup and signahgnse-
guence. The two logical OR units immediately following tlzgder input B” serve as
width adjusters. Bottom: fbTDC spectrum for the relativaitig between tagger-trigger
coincidence and the input tagger, in 0.5-ns bins. The fbTdute works in the multi-hit
mode. Two different scenarios are shown: 1) Main pg&akvhen there is no PMT signal
preceding the tagger, the tagger triggers the DAQ and fortag@er-trigger coincidence.

2) Pileup eventd; and I5: when there is a PMT signal preceding the tagger by a time
interval shorter tham + t;, the PMT signal triggers the DAQ and forms a tagger-trigger
coincidence signal with the delayed tagger.

26 4.2 Total Deadtime Evaluation

7 Although the deadtime loss of each group was measured wegggt signals, the
228 dominating term in the total deadtime is from the veto etautis because the to-
o tal trigger rate from scintillators and gas Cherenkov is mbgher than individ-

o ual group rates. The difference in total loss between naaogvwide path is thus

3

N

3

N

3

w
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Fig. 7. [Color onling] Deadtime loss in percent vs. event rate from the tagger odefibr
group 4 on the Left HRS. Top: actual deadtime loss from taggesisurements; Bottom:
simulated deadtime loss of the tagger. The tagger fradtiomant lossl — R,/R; (red)
and the pileup correctiop (black) are combined to form the total group deadtime
(blue). These data were taken (or simulated) &@%aof 1.1 (GeV£)?2. To minimize the
statistical uncertainty while keeping the computing tirrasonable, the simulation used
higher event rates than the tagger measurement. The tatap greadtime can be deter-
mined from the linear fit slope coefficients: tagger dataovag; = (61.5+0.2) x 1079 s,
wide p; = (99.9 £ 0.3) x 1072 s, simulation narrow; = (62.5 + 1.4) x 1072 s, wide
p1 = (102 £ 1.3) x 1072 s. Group 4 is from the central blocks of the lead-glass detect
and has the highest rate among all groups.

smaller than that in their group deadtimes. Simulation e ¥eto deadtime was
compared with FADC data and the agreement was found to b&at&! or bet-
ter. After subtracting group and veto deadtimes from thal imulated deadtime,
the remaining is attributed to the logical OR module. Theraa direct measure-
ment of the logical OR deadtime, but the effect of the logld& module is quite
straightforward and can be calculated analytically. Tliedénce between the sim-
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Fig. 8. [Color onling] Deadtime loss in percent vs. event rate from the tagger adeth
for group 4 on the Right HRS. Top: tagger data; Bottom: sitmta These data were
taken (or simulated) at@? of 1.9 (GeVF)?. The total group deadtime can be determined
from the linear fit slope coefficients: tagger data nargaw= (71.1 £+ 0.9) x 1079 s,
wide p; = (107 £ 1.2) x 1077 s, simulation narrovp; = (73.9 + 1.5) x 109 s, wide

p1 = (115 £ 1.5) x 1072 s. Group 4 is from the central blocks of the lead-glass detect
and has the highest rate among all groups. See Fig. 7 captiaefails.

ulation and the analytic results was used to estimate thertaoty of the OR
deadtime.

The simulated deadtime loss of the global electron triggers its decomposi-
tion into group, veto, and OR are shown in Table 2. The totaldtiene is also
shown in Fig. 9 as a function of the total event rate. The desdtorrections
to the final asymmetry results from the wide path triggers (aré4 + 0.16)%

and (0.931 + 0.215)%, for Q* = 1.1 and1.9 (GeV/c)?, respectively. These pro-
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Table 2

Simulated DAQ deadtime loss (in percent) and fractionaltrdmutions from group, veto,

and OR deadtimes. The fractional deadtime from OR is cakedllas one minus those from
group and veto, and its uncertainty is estimated from tHerdihce between simulation and
the analytical results. The uncertainty of the total demdtis the uncertainties from group,
veto and OR added in quadrature.

Q? Path fractional contribution Total deadtime
(GeVic)? Group Veto OR loss at 10QA
. narrow | (20.6 +2.1)% | (51.3+1.9% | (28.1+8.6)% | (1.45+0.13)%
wide | (29.5+2.4)% | (45.3+£1.7% | (25.3+£9.00% | (1.64+0.16)%
Lo | narmow (2940.2)% | (80.6 £18.5)% | (16.5+12.3)% | (0.885 +0.196)%
wide | (4.3+0.4)% | (76.6 £17.5)% | (19.1 +15.1)% | (0.931 + 0.215)%

a4 Vide a direct correction to the measured asymmetry and tbertainties are small
as  compared to other dominant systematic uncertainties ssittresbeam polarization
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Fig. 9. [Color onling] Simulated deadtime loss of the global electron triggerthar Left
(left) and the Right (right) HRS. The error bars shown are Wustatistical uncertainty of
the simulation. See Table 2 for final uncertainty evaluation

4.3 Asymmetries

The physics asymmetries sought for in this experiment9arand 160 ppm, for

Q? = 1.1 and 1.9 (GeV/)?, respectively. The measured asymmetries are about
90% of these values due to beam polarization. To understand/#tersatics of the
asymmetry measurement, a half-wave plate (HWP) was irtsertbe beamline to

flip the laser helicity in the polarized source during haltlod data taking period.
The measured asymmetries flip sign for each beam HWP chadgbemagnitude

of the asymmetry remain consistent within statistical ebars.

The asymmetries can be formed from event counts of each bekertyhpair, with
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33-ms of helicity right and 33-ms of helicity left beam, naimed by the beam
charge. Figure 10 shows the pull distribution of pair-wisgrametries with the
“pull” defined as

pi=(Ai—(A))/04;, (4)

whereA; is the asymmetry extracted from the¢h beam helicity pair with the HWP
states already corrected and; = 1/\/N? + N} its statistical uncertainty with

NZ-R(L) the event counts from the right (left) helicity pulse of therpand(A) is the
asymmetry averaged over all beam pairs. One can see thaytimereetry spectrum
agrees to five orders of magnitude with Gaussian distribwgigpected from purely
statistical fluctuations.
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Fig. 10. [Color onling] Pull distribution [Eq.(4)] for the global electron narravigger for
Q? = 1.1 (top) and@? = 1.9 (GeV/c)? (bottom).
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5 Summary

A scaler-based counting DAQ with hardware-based partietification was suc-
cessfully implemented in the 6 GeV PVDIS experiment at Jsffie Lab. Asymme-
tries measured by the DAQ follow Gaussian distributionsxqeeeted from purely
statistical measurements. Particle identification penorce of the DAQ were mea-
sured and corrections are applied to the data on a day-tbakay. The overall pion
rejection achieved was better th@n6 x 10%) : 1 with an electron efficiency above
91% throughout the experiment, and the systematic unogrtan the asymme-
try due to pion background is belo)—3. DAQ deadtime was calculated from a
full-scale timing simulation and contributesra 0.2% systematic uncertainty to
the final asymmetry results and are negligible compareddd3h- 4)% statisti-
cal uncertainty and other leading systematic uncertanResults presented here
demonstrate that accurate asymmetry measurements camfoemnael with even
higher event rates or backgrounds with this type of scadsed DAQ.
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