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Abstract

An experiment that measured the parity violating asymreetin deep inelastic scatter-
ing was completed at the Thomas Jefferson National AcdeleFacility in experimental
Hall A. From these asymmetries, a combination of the quarikwaxial charge could be
extracted. To achieve this, asymmetries attbe* level needed to be measured at event
rates up to 500 kHz and the high pion background typical t deelastic scattering ex-
periments needed to be rejected efficiently. A specializgd dcquisition (DAQ) system
with intrinsic particle identification (PID) was succedifudeveloped and used: The pion
contamination in the electron samples was controlled abtter of2 x 10~* or below
with an electron efficiency of higher than 91% throughoutéRperiment; the systematic
uncertainty in the measured asymmetry due to DAQ deadtimebebow 0.2%; and the
statistical quality of the asymmetry measurement agreéld thé Gaussian distribution to
over five orders of magnitudes. The DAQ system is presentes With an emphasis on
its design scheme, the achieved PID performance, deadfi@e and the capability of
measuring small asymmetries.
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1 Introduction

The Parity Violating Deep Inelastic Scattering (PVDIS) esment E08-011 was
completed in December 2009 at the Thomas Jefferson Natkualerator Facil-
ity (JLab). The goal of this experiment [1-3] was to measuith Wigh precision
the parity violating asymmetry in deep inelastic scat@gmri a polarized 6 GeV
electron beam on an unpolarized liquid deuterium targes agymmetry is sensi-
tive to the quark weak axial chargg, which corresponds to a helicity dependence
in the quark coupling with th&° boson.

For electron inclusive scattering from an unpolarized égrthe electromagnetic
interaction is parity conserving and is insensitive to thendlip of the incom-

ing electron beam. Only the weak interaction violates paaitd causes a differ-
ence between the right- and the left-handed electron sicagteross-sectionsy

and o;. The dominant contribution to the parity violation asymmgetdpy, =

(or —or)/(or + o), arises from the interference between electromagnetic and
weak interactions and is proportional to the four momentrangfer squared)?

for Q* < MZ%. The magnitude of the asymmetry is in the ordet@f* or 10? parts

per million (ppm) at)? = 1 (GeVi)?.

The PVDIS asymmetry from a deuterium target is

GrQ? FZ F?
Apy = <— rQ ) <29§1Y1ﬁ +9xe/Y3%> ; (1)
1 1

where@? is the negative of the four-momentum transfer squatédis the Fermi
weak coupling constanty is the fine structure constarit; andY; are kinematic
factors,r is the Bjorken scaling variable, an}ﬁfgz) are deuteron structure functions
that can be evaluated from the parton distribution funstimd the quarkz® vector

and axial couplinggy{; ,. From this asymmetry one can extract the quark weak
vector and axial charges, »,, where the quark weak vector charge is defined as
Ch, = 2¢59% and the quark weak axial charge is given®y, = 2¢{ g% with ¢ =

u, d indicating an up or a down quarkj - is the electron axial (vector) coupling
and g&m) is the quark vector (axial) coupling to th&’ boson. In the tree-level
Standard Model, th€’; ,, are related to the weak mixing andlg: C, = —% +
%SiHQ ew, Cgu = —% -+ 2sin2 ew, Cld = % — %Sin2 ew, andCQd = % — 25in2 HW
Although the weak mixing angle and the quark weak vectorgdh@f, have been
measured from various processes [4], the current knowledgihe quark weak
axial charge’s, is poor and their deviations from the Standard Model valuald/o
reveal possible New Physics in the quark axial couplingsdbald not be accessed
from other Standard Model parameters.

The goal of JLab E08-011 was to measure the PVDIS asymmétrisstistical
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precisions of 3% and 4% &> = 1.1 and1.9 (GeVl)?, respectively, and under the
assumption that hadronic physics corrections are smadixti@act the quark axial
weak charge combinatiof2Cy, — Cy;). In addition, the systematic uncertainty
goal was less thadl%. For this experiment, the expected asymmetries were 91 and
160 ppm respectively at the tw@? values. To achieve the required precision, an
event rate capability of up t800 kHz was needed.

The main challenge of deep inelastic scattering experisnesnthe separation of
scattered electrons from the pion background in the speetier and detector sys-
tem. The neutral pions would decay irtoe™ pairs, from which the electrons pro-
duced cannot be rejected by detectors and their effect om#asured asymmetry
was analyzed in Ref. [3]. Charged pions are produced priynaoim nucleon res-
onance decays and could carry a parity violation asymmetmesponding to the
@Q)? at which the resonances are produced, typically a fractfaine asymmetry
of electrons with the same scattered momentum. Assumingcéidn f . of the
detected events are” and1 — f, /. are electrons, the measured asymmetry is

Am = fw/eAw + (1 - fw/e)Aea (2)

whereA, is the desired electron scattering asymmetry dnds the asymmetry of
the pion background. To extragf. to a high precision, one needs to either mini-
mize the pion contaminatiofi. . to a negligible level, or to correct the measured
asymmetry for the asymmetry of pions, which itself needstmieasured precisely.
For the PVDIS experiment, the goal was to contifgl. to the10~* level provided
that the pion asymmetries do not exceed those of electrons.

The experiment used a 1@ electron beam with a polarization of approximately
90% and a 20-cm long liquid deuterium target. The two HighdReésn Spec-
trometers (HRS) [5] were used to detect scattered eventde\Wie standard HRS
detector package and data acquisition (DAQ) system rdytjmrevide a10* pion
rejection with approximatel99% electron efficiency, they are based on full record-
ing of the detector signals and are limited to event rate®upkiHz [5]. This is not
sufficient for the high rates expected for the experimerte(HRS DAQ will be
referred to as “standard DAQ” hereafter.)

Recent parity violation electron scattering experimestgh as SAMPLE [6] at
MIT-Bates, HAPPEX [7-11], and PREX [12] at JLab, focused ¢asic scat-
tering from nuclear or nucleon targets that are typically camtaminated by in-
elastic backgrounds. Signals from the detectors can bgratt and a helicity
dependence in the integrated signal can be used to exteaghysics asymme-
try. An integrating DAQ was also used at the preceding PVDEasaurement at
SLAC [13,14] in which approximately 2% of the integratedreagywas attributed
to pions. In the Mainz PVA4 experiment [15-17], particlegavdetected in a total
absorption calorimeter and the integrated energy speotrasrecorded. Charged
pions and other background were separated from electrotie inffline analysis
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of the energy spectrum, and the pion rejection is in the aséi@00:1 based on the
characteristics of the calorimeter.

High performance particle identification can usually bdized in a counting-based
DAQ where each event is evaluated individually. In the GOeexpent [18—22]
at JLab, a superconducting spectrometer withraazimuthal angle coverage was
used to detect elastically scattered protons at the foraagle and elastic elec-
trons at the backward angle. At the forward angle, protonsweentified using
time-of-flight. At the backward angle, pions were rejectexhf electrons using an
aerogel Cherenkov counter and a pion rejection factd26f: 1 or better was re-
ported [22]. The deadtime correction of the counting systeas at the order of a
few percent [21,22].

While the PVDIS experiment could fully utilize existing sppometers and de-
tectors at JLab, upon examining all existing techniquesPidrmeasurements it
became clear that a custom electronics and DAQ were needmahtml the sys-

tematic uncertainties due to data collection to below 1%hispaper we describe
a scaler-based, cost effective counting DAQ which limitegl pion contamination
of the data sample to a negligible levelf3f,. ~ 10~*. Basic information of the de-
tector package and the DAQ setup will be presented firspviat by the analysis
on electron detection efficiency, pion rejection and cormation, corrections due
to counting deadtime, and the statistical quality of thexasyetry measurement.

2 Detector and DAQ Overview

The design goal of the DAQ is to record data up to 1 MHz with haue-based
PID and well measured and understood deadtime effects.dllogving detectors

in the HRS [5] were used to characterize scattered partitles scintillator planes
provided the main trigger, while a G@as Cherenkov detector and a double-layer
segmented lead-glass detector provided particle ideatiibic information. The ver-
tical drift chambers (as the tracking detector) were usethdwcalibration runs but
were turned off during production data taking because thesewot expected to
endure the high event rates.

For the gas Cherenkov and the lead-glass detector, a fufdieg of their out-
put ADC data is not feasible at the expected high rate. Idstieair signals were
passed through discriminators and logic units to form priglary electron and pion
triggers. Particle identification was fulfilled by the usedcriminators for both
the lead-glass and the Cherenkov detectors and propergsetit their thresholds.
These preliminary triggers were then combined with thetglgtor triggers to form
the final electron and pion triggers, which were sent to ssdterecord the event
counts and offline used to form asymmetriés= (nzr — n;)/(ng + nz), where
nr(r) Is the integrated rate of the triggers normalized to thegirated beam charge
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for the righ{ R) and lef{ ) handed spin (helicity) states of the incident electron
beam. The scalers that counted triggers and the beam chargamntegrated over
the helicity period, which was flipped pseudo-randomly at-H&0per the experi-
mental technique used by the HAPPEX experiments [11].

For the HRS the two layers of the lead-glass detector aredcgtireshower” and
“shower” detectors, respectively. The preshower blockkéRight HRS (the spec-
trometer located to the right side of the beamline when vieaieng the beam
direction) hasi8 blocks arranged in @ x 24 array, with the longest dimension
of the blocks aligned perpendicular to the particle trajgctFor the two blocks
in each row, only the ends facing outward are read out by phuatbiplier tubes
(PMTs) and the other ends of the two blocks were facing edobra@nd not read
out. Therefore the preshower detector Hadutput channels. All preshower blocks
were individually wrapped to prevent light leak. The showetector in the Right
HRS had75 blocks arranged in & x 15 array with the longest dimension of the
blocks aligned along the trajectory of scattered parti¢®4Ts are attached to each
block of the Right shower detector on one end only, giviagutput channels. The
preshower and the shower detectors in the Left HRS are siildhe preshower
detector on the Right HRS except that for each detector Hrefa blocks arranged
ina2 x 17 array.

Because the lead-glass detectors in the Left and Right HR8ifierent, design of
the lead-glass-based triggers of the DAQ is also differ@ntshown in Fig. 1. As
a compromise between the amount of electronics needed amdtthin the front
end logic modules, the lead-glass blocks in both the preshend the shower de-
tectors were divided into 6 (8) groups for the Left (Right) ElRvith each group
consisting 8 blocks. On the Right HRS only 60 of the 75 shov@rks were used
while the 15 blocks on the edge were not read out. The reduoticthe HRS ac-
ceptance due to not using these side blocks is negligibd@a® from the 8 blocks
in each group were added using a custom-made analog summingatled the
“*SUM8 module”, then passed to discriminators. The geomatiy the position of
each preshower group were carefully chosen to match those aforresponding
shower group to maximize electron detection efficiency. i@nlteft HRS adjacent
groups in both preshower and shower had overlapping blodkite for the Right
HRS only preshower blocks were overlapping. To allow oyeHdatween adjacent
groups, signals from preshower blocks on the Right HRS amd fsoth preshower
and shower blocks on the Left HRS were split into two identicgies using pas-
sive splitters.

A schematic diagram of the DAQ electronics for the Right HRShHown in Fig. 2.
Preliminary electron and pion triggers were formed by pagshower (SS) and
preshower (PS) signals and their sums, called total shoW&y gignals, through
discriminators with different thresholds. For electroiggers, logical ANDs of
the PS discriminator and the TS discriminator outputs weexuFor pions, low
threshold discriminators on the TS signal alone were seltgical OR modules
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Fig. 1. [Color online] Grouping scheme (side-view) for the double-layer leaabgldetec-
tors for the Left and the Right HRS. Scattered particlesreahtedetector from the left. The
colored vertical bars represent the range of each group.

to produce preliminary triggers. Additional backgroungtotion was provided by
the “VETQO?” circuit, which combined signals from the gas Gigtov (GC) and the
“T1” signal [5] from scintillators (SC). Each valid coin@dce between GC and
T1 would produce an 150-ns wide electron VETO signal thaivadld an output
to be formed by the logical AND modules from the preliminakgotron triggers.
Each valid T1 signal without the GC signal would produce af-&$ wide pion
VETO signal that allowed an output to be formed by the log@& modules from
the preliminary pion triggers. The outputs of the logicalBldnd OR modules are
called group electron and pion triggers, respectivelysiI(eight) group electron
or pion triggers were then ORed together to form the gloleadtebn or pion trigger
for the Left (Right) HRS. All group and the final electron andrptriggers were
counted using scalers. Because pions do not produce lacyglehead-glass sig-
nals to trigger the high threshold TS discriminators forekectron triggers, pions
do not introduce extra counting deadtime for the electraygérs. However, the
150-ns width of the electron VETO signal would cause piontaonnation in the
electron trigger. This effect will be presented in section 3

In order to monitor the counting deadtime of the DAQ, two itiead paths of elec-
tronics were constructed. The only difference betweenwmtegaths is in the PS
and the TS discriminator output widths, set at 30 ns and 10omthe “narrow”
and the “wide” paths, respectively. The scalers are rate@30 MHz (4 ns dead-
time) and therefore do not add to the deadtime. In additloa putput width of all
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Fig. 2. [Color onling] Electronics diagram for the Right HRS DAQ used by the PVDIS e
periment. The Sum8's, discriminators and logic moduledviargroups are shown, as well
as the location of tagger signal inputs, setup of the VETCudliusing scintillator (SC) and
gas Cherenkov (GC) signals, the logic units for combininggtrs from all eight groups
into final triggers, the counting scalers, and the monitpfastbus TDCs. Electronics for
the Left HRS are similar except for the grouping scheme.

logic modules were set to 15 ns, hence the deadtime of the @A@é&ch group
is dominated by the deadtime of the discriminators. Dedaglealysis of the DAQ
deadtime will be presented in section 4.

The SUM8 modules used for summing all lead-glass signatssae/ed as fan-out
modules, providing exact copies of the input PMT signalsesEhcopies were sent
to the standard HRS DAQ for calibration. During the expeninelata were col-
lected at low rates using reduced beam currents with both€i&@Qctioning, such
that a direct comparison of the two DAQs can be made. Thecatdrift chambers
were used during these low rate DAQ studies. Outputs fromistkiminators, sig-
nals from the scintillator and the gas Cherenkov, and atitede and pion group
and global triggers were sent to Fastbus TDCs (foTDC) ane wexrorded in the
standard DAQ. Data from these fbTDCs were used to align d@ugaispectrum
and timing of all signals. They also allowed the study of thee@nkov and the
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lead-glass detector performance for the new DAQ.

Full sampling of partial analog signals were done usingh-laBCs (FADCs) at

low rates intermittently during the experiment. For oneugron the Left and one
group on the Right HRS, the preshower and the shower SUM8utsjtthe inter-

mediate logical signals of the DAQ, and the output electmh @on triggers were
recorded. These FADC data provided a study of pileup efteatenfirm the dead-
time simulation and to provide the input parameters for tireikation, specifically

the rise and fall times of the signals and their widths.

3 DAQ PID Performance

PID performance of the DAQ system was studied with calibratuns taken at low
beam currents using foTDC signals along with ADC data of atedtor signals
recorded by the standard DAQ. Events that triggered the DAQIdvappears as
a timing peak in the corresponding foTDC spectrum of thedsaath DAQ and a

cut on this peak can be used to select those events. Figu@\& she preshower
vs. shower signals for group 2 on the Left HRS. A comparisdaween no foTDC

cut and with cut on the foTDC signal of the electron wide tegfyom this group

clearly shows the hardware PID cuts.

No TDC cut | With TDC cut on electron wide trigger*s

ps_sh2_cut
Entries 3088
Mean x 64
Meany  374.9 Meany 879.
RMS x 283.9 L : RMSx  178.
RMSy  376. 1000— RMSy 166.2

1500~

Entries 395054
Meanx  353.6

Preshower
Preshower

500

S | | 1
1500 500 1000 1500

Shower Shower

Fig. 3. [Color online] Preshower vs. Shower ADC data (sum of 8 blocks each) formgfu
on the Left HRS, without the fbTDC cut (left panel) and witht om the group 2 electron
wide trigger foTDC signal (right panel). It clearly showstthresholds on the preshower
and the total shower signals, indicating the DAQ is selgdiive correct events as electrons.

Electron efficiency and pion rejection factors of the ledasg detector on the Left
HRS during a one-hour run are shown in Fig. 4 as functionsetfdbation of the
hit of the particle in the preshower detector. PID perforogann the Right HRS
is similar. Electron efficiency from wide groups are slightligher than narrow
groups because there is less event loss due to timing ngisraéint when taking
the coincidence between the preshower and the total shesegimdinator outputs.
Variations in the electron efficiency across the spectrematceptance effectively
influence the? of the measurement. For this reason, low-rate calibratita d



241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

Left HRS electron efficiency, narrow path ‘ Left HRS pion rejection, narrow pa#h
1= 14—
12¢
100~

80t
60F
40~
20~
o

0.5-

. - . ;‘ OO Y S S URN (NNSR SR SRS NS ST S S RSN SR R
-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1
Vertical hit position in preshower detector (m) Vertical hit position in preshower detector (i

0

Fig. 4. [Color onling] Electron detection efficiency (left) and pion rejectiortiar (right)
vs. vertical (dispersive) hit position of the particle irthreshower detector for the narrow
electron triggers in the Left HRS. A one-hour run with redlid®am current was used
in this evaluation. For electron efficiencies, the totalogdincy is shown by the red curve,
while blue shaded area indicates events that were recorglégddadjacent groups. The
average electron efficiency achieved by the lead glasstdetaglone for this one-hour run
is (94.626 £ 0.002)% and the average pion rejection facto(#.3 £ 1.1) : 1. The error
bars are statistical only. PID performance for the wide atth the Right HRS are similar.

were taken daily during the experiment to monitor the DAQ PBEMformance and
corrections were applied to the asymmetry data.

The gas Cherenkov detector signals were read out by 10 PMbstbrthe Left and
the Right HRS. Signals from all 10 PMTs were summed in an @aslon module
and sent to a discriminator. The discriminator output was ethe DAQ (as shown
in Fig. 2) as well as fbTDCs. Figure 5 shows the Cherenkov ADR svith and
without the foTDC cut which clearly shows the capability efacting pions.

As described in the Introduction, pion contamination in éfectron trigger would
affect the measured electron asymmetrylas= (1 — fr/c)Ac + fr /e Ax WhereA,,
andA. are the measured and the true electron asymmetries, reghe@and A, is
the parity violation asymmetry of pion production. The pmntamination in the
electron trigger.f,,., comes from two effects: There is a small possibility that a
pion could trigger both the lead-glass and the gas Chered&tactors, causing a
false electron trigger output. This possibility is detamed by the direct combina-
tion of the pion rejection factors of the two detectors anddébow 10~%. A larger
effect comes from the width of the electron VETO signal: 8ieach coincidence
between the gas Cherenkov and the scintillator signals dvopén the electron
counting gate (electron VETO) by 150 ns, while the DAQ deadtof the lead-
glass detector is less than this value, pions that arrivied tife DAQ deadtime but
before the closing of the electron VETO signal would causssefelectron trigger.
The sum of the two effects can be written as
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Fig. 5. [Color online] Gas Cherenkov ADC data (sum of 10 PMTSs) for the Left HRS dyrin
a one-hour run af)? = 1.9 (GeV/c)?, with a foTDC cut on the Cherenkov discriminator
output (red) and without (black). The beam current during thn was about 10pA, the
incident electron rate on the detector was about 23 kHz wloa to electron rate ratio of
approximately 3.5. The discriminator clearly selectedtetss while rejecting pions.

RnGCnlG  R.n¢ {Renfc {150 ns — Tn(w)} }
m/en(w) — e+
Jasentw) R.nGCnka Ren&Onke

where R, and R, are the input electron and the pion rates, respectivgi§{c©)

is the electron detection efficiency of the lead-glass (deer€hkov) detectors, and
nkG(GC) s the pion detection efficiency, i.e., the inverse of thectpn factor, of
the lead-glass (gas Cherenkov) detector. The DAQ groupideadf the lead-glass
detector for the narrow (wide) path,.,), is approximately 60 ns (100-110 ns) and
the analysis obtaining these results will be presentedaméxt section. The term
RenS© [150 ns — 7,w)| gives the probability for a pion to arrive within a valid
electron VETO signal and thus can not be rejected by the déask detectors.

The electron detection efficiency and pion rejection faat@raged throughout the
experiment are shown in table 1 for different kinematics fordhe Left and the
Right HRS separately. Also shown are th& rate ratio obtained from the data and
the resulting pion contaminatiofy,. evaluated separately for the narrow and the
wide paths.

As shown in table 1, the overall pion contamination was atattuer of2 x 104
or lower. Because pions are produced from nucleon resordeways, the parity
violation asymmetry of pion production is expected to be agér than that of

10



Table 1

Average electron detection efficiency and pion rejectiatdiaachieved through the lead
glass (LG) and the gas Cherenkov (GC) detectors, resphctared the combined perfor-
mance. The error bars of the efficiencies and the rejectictorfs are statistical only. The
error bars forf. . are shown separately for statistical uncertainties, syatie uncertainties
due to our understanding of the rates, detector efficieraniesdeadtimes, and systematic
uncertainties due to day-to-day variations since caliitmatuns were taken only once a day.

Kinematics and Spectrometer combinations

Q? = 1.1 (GeVi)? Q? = 1.9 (GeVi)?

HRS Left Left Right
Electron detection efficiency,
GC (99.14 £ 0.02)% | (99.03 £0.03)% | (98.19 + 0.06)%
LG, narrow (91.93 4+ 0.04)% | (94.50 +0.06)% | (94.36 + 0.04)%
LG, wide (92.88 +0.04)% | (95.79 4 0.06)% | (95.23 4 0.04)%
combined, narronf (91.14 £0.04)% | (93.58 £0.06)% | (92.65 £ 0.07)%
combined, wide | (92.08 +0.04)% | (94.86 £ 0.06)% | (93.51 £ 0.07)%

Pion rejectionl /7,

GC (1586 +3.5):1 | (301.24+5.2): 1 | (414.34+6.2) : 1
LG, narrow (101.54+1.6):1 | (789+0.9):1 | (72.7+0.3):1
LG, wide (103.9+1.7):1 | (81.54+1.0):1 | (7434+0.3):1

Pion contamination in the electron trigggy,., narrow path

actual rateR /R, 0.7 35 35

frjen 1.61 x 1074 2.20 x 1074 1.99 x 1074
A fr/en(stat.) +3.34 x 1076 +4.62 x 1076 +2.15 x 1076
Afrjen(Syst) +2.01 x 107° +2.29 x 107 +2.08 x 107
A fr/en(var.) +9.76 x 1076 +1.71 x 1073 +1.15 x 107
A fr /e n(total) +2.24 x 107° +2.86 x 107 +2.38 x 107

Pion contamination in the electron trigggy,., wide path

frJew 1.00 x 1074 1.83 x 1074 1.59 x 1074
Afrew(stat) +2.28 x 1076 +4.27 x 1076 +2.10 x 1076
Afr/ew(SYst) +1.71 x 107° +2.01 x 107 +1.96 x 107
Afrew(var.) +9.81 x 1076 +1.51 x 107 +1.02 x 107
A fr/e.w(tortal) +1.97 x 107° +2.52 x 107 +2.21 x 107

11



278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

scattered electrons with the same momentum. This was cadilbby asymmetries
formed from pion triggers during this experiment. The uteiety in the electron
asymmetry due to pion contamination is therefore at therastlé x 10~* and is
negligible compared to the— 4% statistical uncertainty.

To understand fully the effect of pion background on the mea$electron asym-
metry, it is important to extract asymmetries of the pionkgglound to confirm that
they are indeed smaller than the electron asymmetry. A cet@pliD analysis was
carried out on the pion triggers of the DAQ where the electmmtamination in the
pion triggerf.,. was evaluated in a similar method As. above, following

R.EGCELG R.&HC {ngfc [150 ns — Tn(w)”
fe/ﬂ,n(w) - RﬂchgLG + ngGchG

where as beforé:, and R, are the electron and the pion rates incident on the de-
tectors, respectively; The detection efficiengjese now defined for the pion trig-
gers of the DAQ£LE(GC) is the electron detection efficiency of the lead-glass (gas
Cherenkov) detectors, agd“(““) is the pion detection efficiency of the lead-glass
(gas Cherenkov) detector in the pion triggers. Althouglothed of the pion triggers

is to collect pions, only the gas Cherenkov played a role jectang electrons in
the pion trigger, and all electrons would form valid piorggers in the lead-glass
counters. Thereforé"“ ~ 1 and the electron contamination is high. Results for
electron contamination in the pion trigger is summarized@iahle 2.

4 DAQ Deadtime

Deadtime is the amount of time after an event during whichsfstem is unable
to record another event. ldentifying the exact value of thadtime is always a
challenge in counting experiments. By having a narrow andde \path, we can
observe the trend in the deadtime — the wider path shouldligher deadtime. By
matching the observed trend with our simulation we can beack and confirm
the result of our deadtime simulation. In addition, divgliead-glass blocks into
groups greatly reduces the deadtime loss in each group cechpasumming all
blocks together and forming only one final trigger.

To illustrate the importance of the deadtime, considerfieceon the asymmetry.

For a simple system with only one contribution to the deadtiossd, the observed
asymmetryA, is related the the true asymmetdyaccording toAdp = (1 — 9)A.

In this experimend was expected to be on the order of (1-2)%. Since the statistic
accuracy on the asymmetry is (3-4)%, it was desired to kaiawth a (10-20)%
relative accuracy so that it would become a negligible syatec error. The DAQ
used in this experiment, however, was more complex and haé tontributions
to the deadtime as listed below:

12



Table 2

Average pion detection efficiency and electron rejectiatdiaachieved through the lead
glass (LG) and the gas Cherenkov (GC) detectors, resplctared the combined perfor-
mance. The error bars of the efficiencies and the rejecticiorfa are statistical only. The
error bars forf, /. are shown separately for statistical uncertainties, syastie uncertain-
ties, and the systematic uncertainty due to day-to-daytiaris since calibration runs were
taken only on a daily basis.

Kinematics and Spectrometer Combinations

Q? = 1.1 (GeVi)? Q? = 1.9 (GeVi)?

HRS Left Left Right

Pion detection efficiency,

GC (99.52 4 0.01)% (99.73 + 0.01)% (99.74 + 0.01)%

LG, narrow (21.67 £ 0.01)% (79.72 + 0.02)% (15.61 + 0.01)%
LG, wide (21.67 4 0.01)% (79.71 + 0.02)% (15.60 + 0.01)%
combined, narronf  (21.57 + 0.01)% (79.70 £+ 0.02)% (15.57 £ 0.01)%
combined, wide | (21.57 +0.01)% (79.69 + 0.02)% (15.56 + 0.01)%

Electron rejection /7.

GC (31.42£0.78) : 1 (89.44 £ 2.48) : 1 (48.48 £ 1.55) : 1
LG, narrow | (1.0468 4 0.0003) : 1 | (1.0487 £ 0.0005) : 1 | (1.0271 £ 0.0002) : 1
LG, wide (1.0469 & 0.0003) : 1 | (1.0499 & 0.0005) : 1 | (1.0279 =+ 0.0002) : 1

Electron contamination in pion triggelfs ., harrow path

actual rateR ./ R, 0.7 35 3.5

fejrm 0.2738 0.03197 0.00967
Afe/nn(stat.) +0.00386 +0.00080 0.00026
Afo/rn(Syst.) +0.01382 +0.00143 0.00026
Afo/rn(var) +0.05441 +0.00303 0.00112
Afe/n p(total) +0.05613 +0.00335 0.00115

Electron contamination in pion triggeyfs ., wide path

Femw 0.2246 0.02672 0.00854
Afe/zw(Stat) +0.00386 +0.00079 0.00026
Afo/ra(SYst.) +0.01236 +0.00127 0.00062
Afo/mw(var) +0.05255 +0.00308 0.00109
Afo/nw(total) +0.05399 +0.00333 0.00125

13
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(1) The “group” deadtime: deadtime due to discriminatoidlagical AND mod-
ules used to form group triggers;

(2) The “veto” deadtime: deadtime from the VETO circuit thiged scintillators
and gas Cherenkov signals to form the “gate” signals, whanfitrolled the
AND (OR) module of each group to form group electron (pioiggers.

(3) The “OR” deadtime: deadtime due to the logical OR modsleduito combine
all group triggers into final global triggers.

The total deadtime is a combination of all three. In ordenviagate the DAQ dead-
time, a full-scale trigger simulation is necessary. Thiggter simulation will be de-

scribed in the next section followed by results on the greem, and OR deadtime
as well as on the total deadtime correction that was apphi¢idet asymmetry data.

4.1 Trigger Smulation

The Hall A Trigger Simulation (HATS) was developed for therpaose of dead-
time study for this experiment. The inputs to HATS include #nalog signals for
preshower, shower, scintillator and gas Cherenkov. Thesamplitudes were pro-
vided by ADC data from low-current runs and the signal rateseafrom high-
current production runs. The rise and fall times for the pogger and shower
SUMS outputs play an important role in HATS. The signal shisgemulated with
the functionS(¢) = Ate~'/7, whereA is related to the amplitude of the signal and
the time constant was detemined from FADC data, see Fig. 6.

3710-
3705-
37005
3695C 3670
3690F E

E 36651
3685~ F

E 3660C
36807 E

3675 3655:

T S T SR S B S e S S S I M A S |
120 140 160 180 200 220 240 120 140 160 180 200 220 240

Fig. 6. [Color onling] Calibration of time constansfor Preshower (left) and Shower (right)
of the Right HRS. The FADC snapshot (black) is compared Withfit S(t) = Ate=*/7
(red).

With the recorded DAQ electronics and delay cables, HAT $ fiaisuilds the DAQ
system on the software level.At each nano-second, detieqtot signals are gen-
erated randomly according to the actual event rates andlssipape, and HATS
simulates output signals from all discriminators, AND, & modules. Figure 7
shows a fraction of the DAQ electronics and the simulatedlte$or a very short
time period. By comparing output to input signals, HATS pdas results on the
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fractional loss due to deadtime for all group and globalgeig w.r.t. the input
signal.
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Fig. 7. [Color online] Top: A fraction of the group electron trigger. Each pointresponds
to: 1 — Shower sum of the group; 2 — Total shower sum of the gr8up Total shower
discriminator output (high threshold), narrow path; 4 —dhmver discriminator output
(medium threshold), narrow path; 5 — group electron triggarrow path; 6 — Total shower
discriminator output, wide path; 7 — Preshower discrinonaiutput, wide path; 8 — group
electron trigger, wide path. Bottom: Signals 1-8 as sinadadiy HATS. One can see that
the second physical event is recorded by the narrow pathpdrmger (5) but not the wide
path (8) due to deadtime loss.

|

» Time

4.2 Group Deadtime Measurement

In order to study the group deadtime, a high rate pulser s{tgagger”) was mixed

with the Cherenkov and all preshower and total shower ssgmsihg analog sum-
ming modules, see Figs. 2 and 8. In the absence of all detsigjoals, a tagger
pulse produces without loss an electron trigger output,aaftegger-trigger coin-
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cidence” pulse between this output and the “delayed taggtré tagger itself with
an appropriate delay to account for the DAQ response timeeiWigh-rate detec-
tor signals are present, however, some of the tagger pulsekiwot be able to
trigger the DAQ due to deadtime. The deadtime loss in thereledrigger output
w.r.t. the tagger input has two components:

(1) The countloss:,/R;: when a detector PMT signal precedes the tagger signal
by atime intervabt shorter than the DAQ deadtime but longer tha# ¢, the
tagger signal is lost and no coincidence output is formedekies the width
of the electron trigger output ang is the time interval the delayed tagger
precedes the tagger’s own trigger output, see Fig. 8. Duhegxperimenty
was set to 15 ns for all groups, was measured at the end of the experiment
and was found to be between 20 and 40 ns for all narrow and wialegg of
the two HRSs.

(2) The pileup fractiom: when a PMT signal precedes the tagger signal by a time
intervalt shorter thanv + ¢, there would be coincidence output between the
delayed tagger and the electron output triggered by thetetEMT signal.

If furthermoredt is less than the DAQ deadtime (which is possible for this
experiment since the deadtime is expected to be as long assfodthe wide
path), the tagger itself is lost due to deadtime and the tagger coinci-
dence is a false count and should be subtracted. In the c&gs ghorter than

w + t; but longer than the DAQ deadtime (not possible for this expent
but could happen in general), the tagger itself also trig@etagger-trigger
coincidence but in this case, there are two tagger-triggercalence events,
both are recorded by the fboTDC if working in the multi-hit negénd one is

a false count and should be subtracted.

The pileup effect can be measured using the delay betweetagiger-
trigger coincidence output and the input tagger. This issthated in Fig. 8
and the pileup effect contributes to bathand/, regions of the foTDC spec-
trum. Fractions of; andI, relative tol, are expected to bg /I, = Rt; and
I,/Iy = Rw, respectively, wheré is the PMT signal rate. The pileup effect
was measured using foTDC spectrum for electron narrow ade wiggers
for all groups. Data fot; , extracted from foTDC agree very well with the
expected values.

The relative loss of tagger events due to DAQ deadtime isiatedl as
D=1-(1-p)(R,/Ri), 3)

whereR; is the input tagger ratey, is the output tagger-trigger coincidence rate,
andp = (I, + 1)/, is a correction factor for pileup effects as defined in Fig. 8.
Results for the deadtime logsare shown in Figs. 9 and 10, for group 4 on the left
HRS and group 4 on the right HRS, respectively, and are coadpaith simulation.
Different beam currents between 20 and 1@0were used in this dedicated dead-
time measurement. In order to reduce the statistical flictm@aused by limited
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Fig. 8. [Color online] Top: schematic diagram for the tagger setup and signahgnse-
guence. The two logical OR units immediately following tlzgder input B” serve as
width adjusters. Bottom: fbTDC spectrum for the relativaitig between tagger-trigger
coincidence and the input tagger, in 0.5-ns bins. The fbTdute worked in a common
stop and the multi-hit mode. Two different scenarios arenshd) Main peakl,: when
there is no PMT signal preceding the tagger, the taggerdariggthe DAQ and forms a tag-
ger-trigger coincidence. 2) Pileup everiisand/>: when there is a PMT signal preceding
the tagger by a time interval shorter thant ¢, the PMT signal triggers the DAQ and
forms a tagger-trigger coincidence signal with the delageder.

a0 number of trials in the simulation within a realistic comipigt time, simulations
1 were done at higher rates than the actual measurement.

2 The slope of the tagger loss vs. event rate, as shown in Figed9.0, gives the
ss Value of group deadtime in seconds. One can see that theideddt the wide
s« path is approximately 100 ns as expected. The deadtime ¢ondirow path, on
a5 the other hand, is dominated by the input PMT signal widtipi¢tslly 60-80 ns)

@
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Fig. 9. [Color onling] Deadtime loss in percent vs. event rate from the tagger odefibr
group 4 on the Left HRS. Top: actual deadtime loss from taggesisurements; Bottom:
simulated deadtime loss of the tagger. The tagger fradtiomant lossl — R,/R; (red)
and the pileup correctiop (black) are combined to form the total group deadtime
(blue). These data were taken (or simulated) &@%aof 1.1 (GeV£)?2. To minimize the
statistical uncertainty while keeping the computing tirrasonable, the simulation used
higher event rates than the tagger measurement. The tatap greadtime can be deter-
mined from the linear fit slope coefficients: tagger dataovag; = (61.5+0.2) x 1079 s,
wide p; = (99.9 £ 0.3) x 1072 s, simulation narrow; = (62.5 + 1.4) x 1072 s, wide
p1 = (102 £ 1.3) x 1072 s. Group 4 is from the central blocks of the lead-glass detect
and has the highest rate among all groups.

ass INstead of the 30-ns discriminator width. The simulatedugrdeadtime agree with
a7 the data at a 10% level or better, for both HRSs and for botle ara narrow paths.
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Fig. 10. [Color onling] Deadtime loss in percent vs. group event rate from the tagg¢hod

for group 4 on the Right HRS. Top: tagger data; Bottom: sitmta These data were
taken (or simulated) at@? of 1.9 (GeVF)?. The total group deadtime can be determined
from the linear fit slope coefficient;: tagger data narroyw; = (71.1 +0.9) x 1079 s,
wide p; = (107 £ 1.2) x 1079 s, simulation narrovp; = (73.9 + 1.5) x 1079 s, wide

p1 = (115 £ 1.5) x 1072 s. Group 4 is from the central blocks of the lead-glass detect
and has the highest rate among all groups. See Fig. 9 captidefails.

4.3 Total Deadtime Evaluation

Although the deadtime loss of each group was measured uEgggt signals, the
dominating term in the total deadtime is from the veto etsuts because the trig-
ger rate from scintillators and the gas Cherenkov is muchdrithan the individual
lead-glass group rates. The difference in total loss betweerow and wide path
is thus smaller than that in their group deadtimes. Simutator the veto dead-
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time was compared with FADC data and the agreement was faubd it 20%

level or better. After subtracting group and veto deadtifr@® the total simulated
deadtime, the remaining is attributed to the logical OR nhe@dUhere is no direct
measurement of the logical OR deadtime, but the effect ofagieal OR module

is quite straightforward and can be calculated analyicale difference between
the simulation and the analytic results was used to estithatencertainty of the
OR deadtime.

The simulated deadtime loss of the global electron triggarsits decomposition
into group, veto, and OR are shown in Table 3. The deadtingisoslso shown in
Fig. 11 as a function of the total event rate. The deadtimeections at an 100A

Table 3

Simulated DAQ deadtime loss in percent for all kinematicd &or both narrow (n) and
wide (w) paths, along with the fractional contributionsrfrgroup, veto, and OR deadtimes.
The fractional deadtime from OR is calculated as one minasetirom group and veto,
and its uncertainty is estimated from the difference betwsmulation and the analytical
results. The uncertainty of the total deadtime is the uaggiés from group, veto and OR
added in quadrature.

HRS,Q? | Path fractional contribution Total deadtime
(GeVic)? Group Veto OR loss at 10QA
Lefein | " (206 +2.1)% | (51.34+4.5)% | (28.1+4.7)% | (1.45+0.10)%
W[ (205+24)% | (45.34+4.00% | (25.3+4.6)% | (1.64+0.11)%
left1o | " (5.42+08)% | 81.1+7.1)% | (13.5+7.00% | (0.50 £ 0.05)%
w | (839+04)% | (77.3+6.8)% | (14.3+8.0)% | (0.52 +0.06)%
Right 19 | " (294+02)% | (80.6 +18.5)% | (16.5+12.7)% | (0.89 + 0.20)%
W | (43+04)% | (76.6 +17.5)% | (19.1 +15.5)% | (0.93 & 0.22)%

beam current for the narrow path triggers éarel5 + 0.13)% and(0.89 + 0.20)%,
and for the wide path triggers afe.64 +0.16)% and(0.93 +0.22)%, for Q* = 1.1
and1.9 (GeVl)?, respectively. These provide a direct correction to thesuesd
asymmetry and the uncertainties are small compared to dtdmeinant systematic
uncertainties such as the beam polarization measurememtadtice, the deadtime
correction is applied to data on a run by run basis with theltie& of each run
calculated using the actual beam current during the runfamtirtear fitting results
from Fig. 11.

4.4  Asymmetry Measurement

The physics asymmetries sought for in this experiment wepeaed to b&1 and
160 ppm, forQ? = 1.1 and1.9 (GeVl)?, respectively. The measured asymmetries
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Fig. 11. [Color onlineg] Simulated deadtime loss of the global electron triggertiier Left
HRS atQ? = 1.1 (GeVic)? (top), the Left HRS at)? = 1.9 (GeV/i)? (middle), and the
Right HRS atQ? = 1.9 (GeV/)? (bottom). The error bars shown are due to statistical
uncertainty of the simulation. See Table 3 for final uncetiaévaluation.
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were aboub0% of these values due to beam polarization. To understandyire s
tematics of the asymmetry measurement, a half-wave pladRHvas inserted in
the beamline to flip the laser helicity in the polarized seuwtaring half of the data
taking period. The measured asymmetries flipped sign fdr baam HWP change
and the magnitude of the asymmetry remained consistentnastiatistical error
bars.

The asymmetries can be formed from event counts of each bekertyhpair, with
33-ms of helicity right and 33-ms of helicity left beam, naimed by the beam
charge. Figure 12 shows the pull distribution of these page asymmetries with
the “pull” defined as

pi=(Ai—(A))/04;, (4)

whereA; is the asymmetry extracted from the¢h beam helicity pair with the HWP
states already corrected atd; = 1/,/N? + N! its statistical uncertainty with

NZ-R(L) the event count from the right (left) helicity pulse of thérpand (A) is the
asymmetry averaged over all beam pairs. One can see thaytimereetry spectrum
agrees to five orders of magnitude with the Gaussian distoibbuas expected from
purely statistical fluctuations.

5 Summary

A scaler-based counting DAQ with hardware-based partietification was suc-
cessfully implemented in the 6 GeV PVDIS experiment at Jsffie Lab. Asymme-
tries measured by the DAQ follow Gaussian distributionsxqeeeted from purely
statistical measurements. Particle identification penorce of the DAQ were mea-
sured and corrections were applied to the data on a dayytdasis. The overall
pion contamination in the electron sample was controllepfroximately2 x 10~*
or lower, with an electron efficiency above 91% throughoet éxperiment. The
DAQ deadtime was evaluated from a full-scale timing simalatnd contributes
an approximately).2% uncertainty to the final asymmetry results. The systematic
uncertainties from the pion contamination and the courdieadtime are therefore
both negligible compared to tH8 — 4)% statistical uncertainty and other leading
systematic uncertainties. Results presented here deratattat accurate asymme-
try measurements can be performed with even higher everg catbackgrounds
with this type of scaler-based DAQ.
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Fig. 12. [Color onling] Pull distribution [Eq.(4)] for the global electron narrawgger for
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